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of Phonetic Features
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Sheila E. Blumstein
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Editors’ Comments

One of the miajor activities in the study of speech has been the search for the
acoustic correlates of perceived phonetic distinctions. The history of this research
can be viewed as a three-part story. In the initial period, investigators tended to
assume that the waveform of speech contained acoustic properties that mapped onto
phonetic structures in a relatively simple one-to-one manner. However, the empiri-
cal evidence proved to be just the opposite: invariant properties could not be found
and in their stead investigators inevitably discovered complex mappings between
the acoustic signal and the phonetic percept. Of course, the failure to find acoustic
invariance should not be taken to mean that progress in describing the acoustic
structure of speech was limited. Indeed, in many respects the search was quite
successful as evidenced, for example, by our ability to produce rather intelligible

~ synthetic speech.

In the middle period of the search for acoustic correlates, which extends to the
present; researchers, virtually abandoning the assumption of acoustic invariance,
continued to obtain evidence for a complex, context-conditioned relation between
the acoustic signal and the perceived phonetic structure. However, there are also, at
present, investigators who have argued that earlier failures to find invariance were
essentially the result of incorrectly characterizing the acoustic information. They
have resumed the search for invariance and, in so doing, have initiated the most
recent phase of this work. The research of Stevens and Blumstein is one of the most
extensive efforts along these lines. In their chapter, they describe their work to
discover the invariant acoustic information for perceived distinctions in place of
articulation and speculate on possible invariant cues for other phonetic distinctions.
In addition, they discuss the significance of their findings for issues related to the
development of speech perception and to the nature of processing models of
speech,
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INTRODUCTION

The nature of the speech perception process in man has been the topic of consid-
erable research and discussion for the past 20 years. The research paradigms
devised to study this process, as well as the theoretical approaches taken, have
been rich and imaginative. To date, there are three competing theories of the
speech perception process. The first and perliaps the maost widely accepted argues
that the perception of speech depends ultimatelv on the analysis of the continuous
acoustic signal to yield discrete phoneti- segments (Liberman, Cooper,
Shankweiler, & Studdert-Kennedy, 1967). These segments themselves have an
intrinsic organization and structure based on underlying features (Chomsky &
Halle, 1968; Jakobson, Fant, & Halle, 1963). The relation between the acoustic
signal and the phonetic percept is not a direct one. Rather, the perception of
phonetic segments requires the extraction of context-dependent cues, which are
interpreted phonetically in different ways depending on the nature of the context
in which the phonetic segment appears. Such a theory requires an active percep-
tual mechanism in which identification of phonetic segments depends on some
kind of special computation or look-up procedure (cf. Halle & Stevens, 1972,
Liberman et al., 1967).

The second theory also proposes that perception depends on the analysis of the
speech signal into discrete phonetic features. However, unlike the context-
dependent theory, it is hypothesized that the properties of speech can be uniquely
and invariantly specified from the acoustic signal itself (Blumstein & Stevens,
1979; Cole & Scott, 1974, Fant, 1960; Stevens & Blumstein, 1978) and that
these properties are closely related to the distinctive features. The hypothesis is
that the speech perception system responds in a distinctive way when a particular
sound has these properties so that the process of decoding the sound into a
representation in terms of distinctive features can be a fairly direct one. The role
of context-dependent cues in the acoustic invariance theory is not denied but is
rgther considered to provide only alternative or secondary cues to the phonetic
dl{nensions of speech, whereas the invariant properties provide the basic or
primary cues. (The notion of primary and secondary cues is elaborated further in
the following section.)

The third theory denies neither acoustic inv=-iance nor contextual dependence
and their relation to phonetic segments, but ; roposes that in ongoing speech it
may be necessary to have recourse to the idu..cification of acoustic patterns of
larger units rather than to features and segments. As a result, word recognition
may depend on the extraction of the entire acoustic pattern for a word or syilable
as a gestalt without further analysis in terms of component features (Klatt, 1979),
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In the past few years, we have focused our research on an examination of the
second theory described above, the theory of acoustic invariance. It is the object
of this chapter to elucidate this theory, discuss its theoretical and experimental
bases, and consider the implications of these findings for a model of speech
perception.

The theory of acoustic invariance is based on several major assumptions. The
first, of course, is that acoustic invariance corresponding to a particular phonetic
category or distinctive feature resides in the acoustic signal. Second, this invar-
iance is not derivable from an analysis of individual components of the acoustic
signal, as might be observed in particular regions of an intensity-frequency-time
display or spectrogram of speech, but rather is provided by integrated acoustic
properties that may encompass several of these components. These properties are
sampled at particular points in time, often where there is a rapid change in the
amplitude or in the spectrum. Thus, for example, although individual compo-
nents of the acoustic signal, such as the burst, onsct frequencies of particular
formants, or directions of formant transitions, do not provide invariant cues to
place of articulation in stop consonants (Cooper, Delattre, Liberman, Borst, &
Gerstman, 1952; Delattre, Liberman, & Cooper, 1955; Schatz, 1954), the shape
of the spectrum sampled over a particular time interval at the release of the
consonant does seem to provide an invariant pattern (Blumstein & Stevens, 1979,
Fant, 1960). The spectrum shape includes all the acoustic information within the
first 20 msec or so at the release of the consonant and, in this sense, reflects an
integrated acoustic property. '

We make three further assumptions concerning the theory of acoustic invar-
iance. The nature of these invariant properties and their relation to pbonetic
segments reflects: (1) the way in which the articulatory mechanism constrains the
possible range of speech sounds (i.c., there is evidence that a limited set of
articulatory configurations produces stable acoustic patterns [Stcvens.' 1972)); (2)
the way in which the perceptual mechanism constrains the possible range of
speech sounds (i.e., categorical perception studies have shown that the physical
scale along which pairs of sounds differ is not the same as the scale used by the
auditory system to judge differences between speech sounds [Liberman, Harris,
Hoffman, & Griffith, 1957}); and (3) the way in which the set of classes of
speech sounds based on underlying distinctive features are defined. These dis-
tinctive features provide the framework for the phonological grammar of the
language system. That is, correspondences among speech sounds form natural
classes, which in turn help to structure the nature of the linguistic grammar
(Halle, 1972; Jakobson, Fant & Halle, 1963).

The theory of acoustic invariance has been elaborated most completely for
place of articulation in stop consonants. Considerations from acoustic theory,
analysis of acoustic characteristics of natural speech production, and the results
of experiments investigating the perception of synthetic speech have contributed

to the claboration of the theory, and we review these findings in the following
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section. Nevertheless, a complete theory of speech requires that it can charac-
* terize all of the features found in natural language. In this chapter we do not
attempt to discuss all of the properties that might be relevant to the formulation of
a system of features. We do, however, attempt to go beyond the properties that
characterize place of articulation for stop consonants, and we review some of the
basic properties relevant to the consonant system in English.

THE NATURE OF SPEECH SOUNDS

Before discussing in detail the various acoustic properties of speech sounds and
their perceptual correlates, we should first place boundaries on the characteristics
of the sounds that we are considering. All speech sounds appear to have a
particular kind of structure in both the temporal and spectral dimensions that
distinguish them from nonspeech and musical sounds, and the studies we de-
scribe here are concerned primarily with the perception of sounds having this
structure.

One common attribute of speech sounds is that the spectra are usually charac-
terized by a series of rather narrow peaks. This property can be observed in the
spectra in Fig. 1.1. Spectra of speech sounds are not flat or monotonically
changing with frequency, but rather they tend to exhibit peaks and valleys, the
spectral amplitude in the valleys being 10-30 dB below the amplitude of the
spectrum at the peaks. One way of specifying the properties of such a spectrum is
to say it contains several narrow peaks, but another way of describing the spec-
trum is to say it contains valleys or ‘‘holes’’ that are sufficiently deep in relation
to the peaks. When this kind of spectral structure is weakened by reducing the
amplitudes of the spectral peaks or by filling in the valleys of the spectrum, the
speech-like nature of the sound is weakened or disappears (Remez, 1979).

A second universal attribute of speech is that :ne amplitude of the sound rises
and falls. The rises and falls are associated with :he syllabic structure, as shown
in the example of Fig. 1.1. Peaks in amplitude occur during vowels when the
vocal tract is maximally open, and minima in amplitude occur during consonants
when the vocal tract is constricted. The amplitude maxima or minima normally
occur at a rate of 3-4 per second.

A third broad property of speech sounds is that there are changes in the
short-time spectrum of the sound. These variat ons occur as a consequence of
movements of the spectral peaks and of changes .~ the relative amplitudes of the
peaks. Often these spectral changes are quite rapid and occur over time intervals
of a few milliseconds up to 40-odd milliseconds (as illustrated by the spectra
sampled in the vicinity of the [b] release in Fig. 1. 1), but sometimes the spectrum
changes more slowly.
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FIG. 1.1. Several representations of the acoustic attributes of an ullera{\cc in u}c
frequency 4nd time domains. Middle: Spectrogram of ll.\c utterance *‘The big
rabbits.”* Boitom: Variation of amplitude versus time during ll\'c utterance. Top:
Spectea sampled at various points throughout the utterance as il.\dICalCd. In lhf case
of [b] at the left, three spectra ure shown, and these are oblained by sampling at
three points in time 13 msec apan. The spectra are co'm[')ulcd for the preem-
phasized waveform, and are smoothed using a linear prediction procedure.

We suggest that these three attributes provide a set of conslrz'aims within Wth‘h
the detailed properties of individual speech sm'mds. are descnbe(%——an acoustic
" haseline or ‘‘posture,’’ as it were. The implicz?uon is that the gudltory system Is
predisposed toward extracting detailed properties ffom sound signals fhat have a
frequency-time structure of this type. A signal .wnh the§e three at{nbutes pro-
vides the possibility for a wide variety of properties to which the audnt(?ry system
can respond distinctively. That is, the auditory system may be predisposed to
produce a variety of distinctive responses when the proper.nes of the sounfi are
characterized by change or by lack of constancy: changes in spectral amphtu@e
over frequency at a fixed time, changes in amplitude over time, and chaqges in
spectral peaks and vaileys over time. As we proceed to d'lSCL!SS the acoustic pro-
petties and the perception of different phonetic classes, it will always be under-
stood that we are restricting our consideration to sounds that have these general

attributes.
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INVARIANT PROPERTIES FOR
PLACE OF ARTICULATION

One of the phonetic dimensions along which consonants in all languages are
classified is the place-of-articulation dimension, i.e., the location of the paint of
maximum consonantal constriction in the vocal tract. In most languages, at least
three places of articulation can be distinguished: labial, alveolar, and velar.
Within each of these classes, further subdivisions are made in many languages,
and, in addition, some languages have consonants with constrictions in the
uvnlar and pharyngeal regions.

The results of acoustic analyses have suggest:d that stop consonants can be
characterized by integrated properties (Fant, 1930; Halle, Hughes, & Radiey,
1957; Stevens, 1975). These properties reflect the configuration of acouslic
svents that occur at the release of a stop consonant—acoustic events that are a
sonsequence of a particular place of articulation. 1t has been implied (Fant, 1960,
1973; Fischer-Jorgensen, 1954, 1972; Stevens, 1975) that the auditory system
:esponds to these properties in an integrated manner rather than by processing
:ach of a number of simpler properties and combining these at a later stage.

These issues have been examined more recently in a series of studies focusing
m gcoustic theory, acoustic analysis of natural speech, and perception of syn-
hetic speech for stop and nasal consonants (Blumstein & Stevens, 1979, 1980,
Stevens & Blumstein, 1978). We turn now to a review of this work.

lheoretical Considerations

['he shape of the spectrum sampled at the release of a stop consonant for different
wrst frequencies and formant starting frequencies can be predicted from the
heory of sound production in the vocal tract (Fant, 1960). This theoretical
inalysis can be used as a guide for examining the spectra at the onset for naturally
yroduced syllables beginning with stop consonants and for interpreting the results
f speech perception experiments. Thus, before discussing data from speech-
woduction and speech-perception studies, we review briefly this theoretical
rackground.

. When the articulatory structures achieve a particular configuration, the acous-
ic cavities formed by these structures have cert~*» natural frequencies or for-
nants. These formants are manifested in the soun: s spectral peaks at particular
requencies. When a constriction is made in the vuoal tract in the oral cavity, the
requency of the first formant (F1) is always lower than it is for a vowel. On the
iverage, the second and higher formants (F2, F3, etc.) occur at regular intervals
n frequency, the average spacing between these higher formants being about |
Hz for adult male speakers, and somewhat greater for adult female speakers and
hildren. The spectrum envelope for a sound with the lowered F1 corresponding
o a constricted vocal tract and with F2 and higher formants at their average
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frequencies is shown in the upper panel of Fig. 1.2. This envelope assumes that
the acoustical excitation of the vocal tract arises from normal glottal vibration.

Depending on the position and shape of the constriction, however, the fre-
quencies of the second and higher formants undergo displacements upward and
downward relative to their average values. These shifts in the frequencies of the
spectral peaks are accompanied by changes in the relative amplitudes of these
peaks, such that the gross shape of the spectrum can be influenced by changes in
the formant frequencies.

Shifting of F2, F3, and higher formants downward in frequency (while keep-
ing F at the same frequency) causes a decrease in the amplitudes of the higher
formant peaks in relation to the lower formants, as shown in the upper panel of
Fig. 1.2. Such a downward shift in the formant frequencies occurs when a
constriction is made at the lips, and hence this is the short-time spectrum that is to
be expected at the onset of voicing for a labial consonant immediately after
release of the constriction. The reduction of the amplitudes of the higher formant
peaks arises {rom the fact that, as the frequency of a given formant Fn shilts
downward, the spectral peaks arising from formants of higher frequencies ride
vertically up and down, so to speak, on the ssskirts’* of the formant Fn. Thus a
decrease in the frequency Fn causes a reduction of the amplitudes of the higher
formant peaks (Fant, 1956: Stevens & House, 1961). On the other hand, shifting
of F2, F3, and higher formants upward in frequency (while keeping Fl at the
same frequency) causes an increase in the amplitudes of the higher formants
(c.g., F4 and F5) in relation to the lower formants (¢.g., F2), as shown in the
same figure. Such a configuration of formants is expected for an alveolar con-
sonant.

Similar shifts in the relative amplitudes of the higher formants, and hence
changes in the gross shape of the spectrum for different places of articulation,
will also occur in the spectrum sampled in the aspirated portion of the sound
following the release of an aspirated voiceless consonant. The theoretical consid-
erations are the same, except that the source of excitation for the vocal tract now
consists of turbulence noise at the glottis, rather than glottal vibration, and, as a
consequence, there is less spectral energy in the region of FI and possibly F2.
Furthermore the spectrum in the low-frequency region (in the vicinity of Fl)
may be affected by acoustic coupling through the glottis to the trachea (Fant,
Ishizaka, Lindquist, & Sundberg, 1972).

At the release of a syllable-initial alveolar voiced or voiceless consonant in
English, a burst of turbulence noise (sometimes called frication noise) is gener-
ated at the constriction. This burst usually occurs just prior to the onset of voicing
for initial voiced stops, and just prior to the onset of aspiration noise for voiceless
stops. This noise source excites the higher vocal-tract resonances (usually F4 and
F5 and higher) but produces only weak acoustic excitation of the lower formants
(F2 and F3), resulting in a burst spectrum like that shown by the dashed line in
the middle panel of Fig. 1.2. This burst spectrum contributes to the overall
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property of the gross shape of the spectrum sampled at the consonant release by
accentuating the amplitudes of the high-frequency peaks in relation to the lower
peaks. The solid line in the figure shows the spectrum for a voiced alveoliar stop
consonant sampled at the onset to encompass both the burst and the initial 10 or
so msec at voicing onset. Note that the burst enhances the greater energy in the
higher frequencies (F4 and F5).

For the labial consonant, the spectrum of the burst is relatively flat, because
the frication noise source at the lips tends to excite all of the formants about
equally. The burst is, however, relatively weak, and its influence on the overali
spectrum shape at the onset of the consonant is probably relatively small. As a
consequence of the burst, there could be a tendency toward a somewhat flatter
onset spectrum than the theoretical Jabial spectrum without a burst, shown in the
upper panel of Fig. 1.2.

Because the resonances of the cavities anterior and posterior to the point of
constriction tend to be roughly equal in the production of velar consonants, the
sccond and third formants are often relatively close together at onset. The acous-
tic consequence of the proximity of the two formaants is to enhance the amplitudes
of both speciral peaks in relation to the amplitudes of higher formants. The lower
pancl of Fig. 1.2 shows the theoretical spectrum envelope at the onset of a voiced
velar stop. As the noise burst at the reicase of a velar stop consonant excites the
resonance of the vocal-tract cavity anterior to the constriction, it is usually
continuous with either the second or third formant of the foilowing vowel (de-
pending on whether it is a back or front vowel). Thus the spectrum of the burst
has a relatively narrow peak in the vicinity of the proximate second and third
formants at the onset of voicing. The presence of this burst then enhances the
spectral energy concentration in the mid-frequency region. The lower portion of
Fig. 1.2 shows the theoretical spectra at onset for a voiced velar stop with and
without burst. As in the case of the labial and alveolar consonants, it is expected
that the onset spectrum for a voiceless aspirated velar consonant in natural speech
will be similar to the spectrum shown in this figure, except that the spectral peak

A

FIG. 1.24(Opposite page) Top: The dushed line represents the thearetical spec-
trum obtained with a voice source and with a low first-formant frequency und the
second and higher formants located at the neutral positions of 1500, 2500, 3500,
and 4500 Hz. Also shown are Iheoretical spectra for formant locations correspond-
ing to an alveolar consonant (upward shifts of F2, F3, and F4) and a labial conso-
nant (downward shifts of F2 and higher formants. Middle: The spectrum for voice-
source excitation of formants corresponding (o an alveoluar consonant is shown (from
the upper punel), together with a theoretical spectrum for a noise burst at the release
of un alveolar consonant (dashed line), and a composite specirum obtained with both
sources. Bottom: The theoretical spectrum for voice-source excitation of formants
corresponding to a velar cansonant is shown, together with the modified spectrum
when a noise burst is present. (Adapted from Stevens & Blumstein, 1978.)
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corresponding to F1 will be missing, because the aspiration noise source has little
" energy at low frequencies.

On the basis of these theoretical considerations, then, we observe that the
gross spectrum shapes sampled at consonant release are quite different for alveo-
lar, labial, and velar stop consonants. For alveolars, there is spectral energy over
u wide trequency range, but the spectrum rises with increasing frequency. In the
case of the labials, there is also a diffuse spread of spectral energy, but the gross
shape is flat or falling. Velars, on the other hand, are characterized by a promi-
nent spectral peak or spectral compactness in the mid-frequency range.

The theoretical spectra for the various places of articulation for voiced stop
consonants in the absence of bursts should be similar to the spectra sampled at the
release of nasal consonants with the same place of articulation. Nasal consonants
are normally produced with glottal excitation, ar 1 the formant frequencies at the
release of a nasal consonant with a given place of : ticulation should be similar to
the frequencies at the release of a stop consonant with the same place of articula-
tion. In fact, these theoretical spectrum shapes should be obtained at the release
or implosion of any constricted vocal-tract configuration corresponding to the
labial, alveolar, and velar places of articulation, including voiced and voiceless
stop consonants, nasals, and fricatives,

As long as the relative positions of the formants remain roughly the same, the
absolute frequencies of the formants in Fig 1.2 may shift up or down without
affecting the gross shapes of the theoretical spectra discussed in the foregoing.
These formant shifts at consonantal release would be expected when a given stop
is followed by different vowel environments. These theoretical notions suggest
that the gross shape of the short-term spectrum sampled at the consonantal
release provides invariant acoustic properties for the various places of articula-
tion for stop, nasal, and fricative consonants, and further, these properties for
each of the places of articulation occur independently of the vowel context of the
given consonant.

The hypothesis that invariant properties can te derived from sampling the
spectrum at onset applies as well to the spectrum sampled at the offset or at the
instant of vocal-tract closure in a vowel-consonant syllable. The formant fre-
quencies at this instant of time approach target values appropriate to the conso-
nantal place of articulation, and consequently the spectrum shape should be
similar to the theoretically derived spectra illustrated in Fig. 1.2 provided that
glottal excitation of the vocal tract continues up to the point of consonantal
closure. Further, if a final stop consonant is released, the spectrum sampled at the
release should show characteristics similar to those of the burst previously de-
scribed, and consequently these spectra should have the appropriate gross shapes
corresponding to the different places of articulation. Thus a perceptual mechanism

that samples spectra at onsets and at offsets in terms of attributes of their gross

shape could, in principle, classify similarly both syllable-initial and syllable-final
consonants.
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Evidence From Acoustical Measurements

Given the foregoing theoretical considerations, it would be expected lhat. af:ous?ti-
cal measurements of short-term spectra in natural speech would reveal dlsnpctlve
shapes for the various places of articulation. The results of several studies inves-
tigating the spectrum of the burst in isolation (Halle, Hughes, & Radley, 1957,
Zue, 1976) and of the initial few tens of milliseconds following co‘nsonuntul
release (Fant, 1960; Jakobson et al., 1963; Searle, Jacobson',‘ & Kllnberley,
1979) have suggested that distinctive patterns for place of articulation can be
derived from a short-time spectral analysis. These patterns can be seen in the
examples of spectra for several naturally produced voiced and voiceless stop
consonants shown in Fig. 1.3—in particular, the gross spectrum shape is
diffuse-rising for alveolar consonants, diffuse-falling or flat foT labial conso-
nants, and compact for velar consonants. These spectra were obtained by using a
window length of 26 msec beginning at the consonantal release and wcre‘denved
by means of a 14-pole lincar prediction algorithm, which prccmph:.mzcd the
higher frequencies (Blumstein & Stevens, 1979; Stevens & Blumstein, .1978).
The 26-msec window encompasses different portions of the voiced and voiceless
stop consonants. For voiced stops, the time window includes the burst as well as
some portion of voicing onset (e.g., [b]) or only the burst (e.g., [g]).. For
voiceless stops, the window includes the initial frication burst and a portion of
the aspiration.

Although the obtained spectral shapes for these few samples of natural spc?ec'h
utterances are qualitatively similar to the theoretically derived spectra, it is

" necessary to determine the extent to which such correspondences exist in a wide

variety of utterances produced by different speakers and in different vowel con-
texts. That is, do invariant acoustic properties reside in natural speech utterances,
and if so, are these properties context-independent? In order to address this
question, it was necessary to develop a more quantitative measure of the gross
spectral shapes corresponding to each place of articulation. To this end, a series

" of templates was developed in an attempt to reflect each of the spectral

properties—diffuse-rising, diffuse-falling or flat, and compact. The configura-
tions of these templates were determined in part from theoretical considerations
and in part from an examination of a limited set of consonant-vowel ulterapces
consisting of the initial consonants [bd g| in the environments of the vowels [iea
o u] produced by two male speakers.

The three templates are shown on the three panels on the left side of Fig. 1.4.
The panels on the right side of the figure illustrate the application of the templates
to spectra that fit and to those that fail to fit the templates. In general, these
templates specify ranges of acceptable relative amplitudes of peaks in the spectra
at consonantal onsets and offsets. Specific details concerning the procedures for
fitting the spectra to the templates are given elsewhere (Blumstein & Stevens,
1979).
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The diffuse-rising template is represented by two reference lines about 10 dB
apart. A spectrum is matched against the template by first adjusting its amplitude
such that one peak is tangent to the upper reference line above 2200 Hz, and all
other peaks are below that line. The overall requirement of a spectrum, if it is to
fit this template, is that at least two spectral peaks minimally 500 Hz apart must
lie within the reference lines (the diffuseness requirement), and that there is a
general upward tilt of the spectrum with increasing frequency (the rising re-
quirement). At least one peak of energy must fall above 2200 Hz and be higher in
amplitude than a lower frequency peak. Thus, the template characterizes as
belonging to a single class those spectra having a diffuse-rising spread of spectral
energy with no one peak dominating the spectrum. The specific onset frequencies
of the individual formants are, within limits, of no consequence. What is critical,
however, is the gross shape of the onset spectrum. An example of a spectrum
meeting the required characteristics is shown at the right of the diffuse-rising
template in Fig. 1.4, superimposed on the template. Examples of spectra that do
not have dilfuse-rising characteristics are shown in the second panel from the top
at the right of the figure. The spectrum of the [g] shows just one prominent peak,
and thus does not satisfy the diffuseness requirement. Although the spectrum of
|b| is diffuse, in that it contains energy spread over a range of frequencies, the
spectral energy distribution is falling with increasing frequency, and thus does
not fit within the template.

The property characteristic of labial consonants is diffuse-falling or diffuse-
flat, and the template designed to fit these spectral shapes is shown in the middle
panel of the left side of Fig. 1.4. A spectrum is matched against the template by
adjusting its amplitude such that one peak is tangent to the upper reference line
between 1200 and 3600 Hz, and all other peaks within the range are below that
line. To fit the requirements of this template, a spectrum must have at least two
spectral peaks a minimum of 500 Hz apart falling within the reference lines, one
peak falling below 2400 Hz and the other peak falling within the range of
2400-3600 Hz. There is no condition on the amplitude of spectral peaks below
1200 Hz, but peaks abave 3600 Hz must be below the upper reference line. An
example of a spectrum of a labial consonant with the required characteristics is
superimposed on the diffuse-falling template at the right of the figure. Examples
of spectra with shapes that do not fit these characteristics are also shown. Al-
though the [d] spectrum is diffuse, i.e., there are several peaks spread out in the
frequency domain, the distribution of the spectrum is rising rather than either
falling or flat; the [g] spectrum shows one prominent mid-frequency peak and
thus is not diffuse.

The property that describes a velar consonant is the presence of a prominent
spectral peak in the mid-frequency range. Two spectral peaks that are separated
by 500 Hz or less are treated as comprising a single gross spectral peak. A peak is
“‘prominent’’ if there are no other peaks nearby and if it is larger than adjacent
peaks, so that the peak stands out, as it were, from the remainder of the spec-
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trum. This is the sense in which the spectrum is compact. The template shown in
the lower left panel of Fig. 1.4 attempts to capture this property. This template
consists of an overlapping set of spectral peaks in the mid-frequency range (from
1200-3500 Hz). To meet the requirement for spectral compactness, a single peak
in the spectrum of the sound must fit within a matching peak of the template.
Further, there can be no other peak in the spectrum projecting through the
reference line, nor can there be another peak of the same or greater magnitude
falling below 1200 Hz or above 3500 Hz. An example of a spectrum that meets
the requirements of the compact template is shown at the right 9f the compact
template in Fig. 1.4. Note that the 1400 Hz peak of the spectrum is matched to a
low-frequency peak on the template. Also shown at the right is an example (.)f a
spectrum that does not fit the compact template. A sccond peak (at 2500 Hz) juts
through the major spectral peak of the template; further, there is an energy peak
above 3500 Hz, which is higher in amplitude than the major mid-frequency peak.

Once the individual templates were developed and the particular fitting proce-
dures were determined, a large number of natural speech utterances were col-
lected in order to serve as a data base for determining the extent to which the
spectra of initial and final voiced and voiceless stop consonants fit lhe
hypothesized shapes. A total of six subjects, four male and two female, read a list
of CV utterances containing five repetitions of each of the stop consonants Iptk
b d g| in the context of the five vowels [ica o uj, and a listing of VC.utteranccs
containing the same six stop consonants but preceded by the vowels [i € & A ul.
These 1800 utterances were tape-recorded in a sound-treated room and sub-
sequently analyzed using the procedures for spectral analysis described earlier.
Syllable-initial consonants were analyzed by the procedures shown in Fig. 1.3.
For the syllable-final stop consonants, spectra were sampled at two points in the
signal: at the point of consonantal closure at the end of the vowel, and at the onset
of the burst that occurs at the consonantal release (if the final consonant is, in
fact, released). In the measurement of the closure portion of the syllable, the
peak of the spectral window was placed at the point of closure. For the release
burst, the spectral measurements were analogous to those used for CV onsets
with measurements made from the moment of burst release.

The spectra of the 800 natural CV and VC utterances were individually
tested against each template. A conservative strategy was adopted for assessing
whether the spectral shapes were accepted or rejected by the particular template.
In order to fit the template, the spectrum had to meet all the conditions specified
for the template. If it did not fit for any reason, €.g., the shape was clearly wrong
or the shape was correct but a peak failed to fit within the reference lines, then the
spectrum was rejected. The design of the templates was such that it was possible
for some spectra to fit more than one template. (See Blumstein & Stevens, 1979,
for further discussion.)

Preliminary data were also obtained from about 110 alveolar and labial nasal
consonants produced in consonant-vowel syllables by the same six speakers.
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FIG. 1.3. Examples of waveforms and spectra sampled at the release of three
voiced and three voiceless stop consonants as indicated. Superimposed on (wo of
the waveforms is the time window (of width 26 msec) that is used for sampling the
spectrum. Shor-time spectra are determined for the first difference of the sampled
wav'eform (sampled at 10 kHz) and are smoothed using a linear prediction al-
gorithm; i.e., they represent all-pole spectra that provide a best fit to the calculated
short-time spectra with preemphasis. (From Blumstein and Stevens, Jowurnal of
the Acoustical Society of America, 1979, 66, 1001-1018. Copyright 1979 by the
Acoustical Society of America. Reprinted by permission.)
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FIG. 1.4. Al the left arc shown the templates that are used lo test whether a
spectrum is diffuse-rising (top), diffuse-falling or flat (middle), or compact (bot-
tom). For diffuse-rising template, the arrow indicates that a spectra peak above
2200 Hz is to be filted to the upper reference line of the template. The vertical
markers on the diffuse-falling template indicate regions where spectral peaks
should occur (at least one in the range 1200-2400 He, and one in the range
2400-3600 Hz) within the reference lines if a spectrum is to match this template.
For a spectrum (o fit the compact template, a prominent mid-frequency spectral
peak must fit entirely within one of the contours of the template. Two panels are
shown to the right of each template. In each case, the upper panel shows a
spectrum that fits the template, and the lower panel gives examples of spectra that
do nat fit the template.

13



v DIEVENS and BLUMS TEIN

Spectra were sampled at the instant of consonant release, using a somewhat
shorter time window than that shown in Fig. 1.3, Only the diffuse-rising and
diffuse-falling templates were used in this study of the nasals.

The results of applying the three templates to all of these utterances are
summarized in Table 1.1. Overall, about 83% of the initial stop consonants and
about 77% of the initial nasals were correctly accepted by their respective
templates. About 76% of the final-consonant bursts were also correctly accepted,
but the spectra sampled at closure for alveolars and velars were rather poorly
identified (31 and 52%, respectively). Initiu! stops and final bursts were gener-
ally correctly rejected by the templates (e.g., an alveolar stop was not accepted
by the diffuse-falling or the compact templates). Final alveolars and velars,
sampled at the closure, tended to have a diffuse-falling spectral shape. Initial
alveolar nasals also tended (incorrectly) to fit the diffuse-falling template.

The principal conclusion from Table 1.1 (and from the details of the data from
which Table 1.1 was derived) is that the templates cffectively described the three
types of spectra sampled at the release of stop consonants (including the release
of final stop consonants) corresponding to the three different places of articula-
tion. These spectrum shapes as defined by the templates are relatively indepen-
dent of vowel context and of individual speaker characteristics. Further refine-

TABLE 1.1
Template-Matching Results for Initial and Final Stop Consonants
and for Initial Nasal Consonants*

Diffuse- Diffuse-

Rising Falling Conipact

Template Template Template
luitial alveolar stops 86 12 15
Final alveolars-closure 31 59 29
Final alveolars-burst 77 13 17
Initial labial stops 17 81 B
Final labials-closure 11 77 27
Final labials-burst 16 77 12
Initial velar siops 13 8 85
Final velars-closure 17 59 52
Final velars-burst 18 17 5
Initial alveolar nasals 3 67
Initial labial nasals 10 81

¢ The entries give the mean percentage of utierances of each consonant thal were accepled by each
template. Data for initial and final stop consonants are based on 300 utierances for each place of ar-
ticulation (voiced and voiceless consonants, occurring in five vowel environments, and obtained

from six speakers). Data for nasal consonants are preliminary, and are based on 5SS utterances for
each place of articulation.
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ment of the analysis procedures and of the templates would undoubtedly improve
the scores given in Table 1.1 for these aspects of the stop consonants.

There may be several reasons for the lack of success of the template-matching
procedures for the closure of stop consonants and for initial alveolar nasals. In
the case of the closure at offset, the spectral analyses obtained may reflect the
fact that final consonants are often devoiced prior to closure. Consequently, the
point of abrupt amplitude reduction at which the spectrum is sampled may occur
several tens of msec before the closure (corresponding to the articulatory motion
from the vowel to the target consonant) rather than at the actual closure itself.
There are some perceptual data that are consistent with the observation that
unreleased consonants often fail to show invariant acoustic properties. In particu-
lar, data from the perception of place of articulation in unreleased stop conso-
nants indicate that identification is a good deal poorer than that obtained for final
released stops, although the reported absolute level of identification varies across
studies (Halle, Hughes, & Radley, 1957; Malecot, 1958; Wang, 1959).

In the case of both final consonants at closure and initial nasals, the point at
which the spectrum is sampled is preceded by low-frequency energy—for the

* final stop consonant, it is the preceding vowel and for the initial nasal consonant,

the nasal murmur. It may be that the spectral representation in the auditory
system for a signal with an abrupt onset preceded by silence is different from the
representation when the onset (or offset) is preceded by low-frequency spectral
energy. The presence of this low-frequency energy may effectively reduce or
mask the response of some neural units in the auditory system to the spectrum at
the discontinuity, particularly the response to the low-frequency components of
the spectrum. As a consequence, this spectral representation would show an
attentuation of the low frequencies relative to the spectral representation of the
onset when preceded by silence. The auditory representation of the spectra pre-
ceded by low-frequency energy would, then, tend to have a more sharply rising
characteristic than the measured spectra and would presumably reflect better the
diffuse-rising property of the alveolar template. Some support for this line of
reasoning is provided by data on single-unit responses of the auditory nerve to

" stimui with the acoustic characteristics of nasal-vowel syllables (Delgutte,

1980). |

Evidence From Speech-Perception Studies

The acoustic data we have described in the foregoing section indicate that it is
possible to find invariant acoustic properties that can be used to classify stop
consonants according to place of articulation. It remains to be determined, how-
ever, whether these acoustic properties are utilized by a listener during the
perception of these consonants. At least two approaches can be followed to gain
an understanding of the acoustic information used by a listener when he is
required to identify utterances containing stop consonants. One approach is to
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manipulate systematically the properties of the onset spectrum in a consonant-
- vowel syllable such that, in a series of stimuli, the spectrum changes gradually
from a diffuse-falling shape through a diffuse-rising shape through a compact
shape. Responses of listeners to this sequence of stimuli would then indicate the
ranges of onset-spectrum shapes that give rise to labial, alveolar, and velar
responses. A second approach is to strip away from the consonant-vowel stimuli
all the information except the attributes that are postulated to provide the appro-
priate cues for place of articulation, and to determine whether the listeners can
identify place of articulation from the sound t - :t remains. This manipulation
would involve removing the steady state vowel and portions of the formant tran-
sitions in the stimulus, leaving only the initial portion of the sound that contri-
butes 1o the shape of the onset spectrum. Both of these approaches have been
followed in a series of experiments aimed at uncovering the acoustic properties
used by a listener in classifying place of articulation for stop consonants.

In the first study (Stevens & Blumstein, 1978), scveral series of stimuli
consisting of stop consonants followed by vowels were synthesized. For cach
series, the vowel was the same and the starting frequency of the first formant was
fixed, but the starting frequencies of the higher formants and the spectrum of an
initial burst were manipulated to produce stimuli with a graded continuum of
onset spectra. These stimuli were presented to listeners in random order, with a
number of replications, and the listeners were instructed to identify the initial
consonants as b, «, or g. For each stimulus sequence, three well-defined re-
sponse regions were usually obtained, with rather sharp changes in the response
functions in the vicinity ol particular boundary stimuli.

Examples of onset spectra for stimuli that were identified unequivocally as
|bl, [d], and [g] in the series with the vowel [a] are shown in Fig. 1.5 as spectra
1, 8, and 14, respectively. These spectra clearly. have the gross properties of the
type respectively described previously as diffuse-falling, diffuse-rising, and
compact. Also shown in the figure are two spectra (5 and 10) for which the
responses were equivocal. These spectrum shapes do not exhibit strongly any one
of the properties defined by the templates in Fig. 1.4. Similar results were
obtained with stimulus series containing other vowels.

These data provide support, then, for the notion that the process of identifying
place of articulation in these syllables involves detection of the gross shape of the
spectrum sampled at onset, and classifying the shape into one of the three broad
categories: diffuse-falling, diffuse-rising, and compact.

In the second study (Blumstein & Stevens, 1980), listener responses were
obtained to brief stimuli that reproduced acoustic events only in the initial portion
of a consonant-vowel syllable. The aim was to determine whether acoustic in-
formation in this portion of the syllable was sufficient to give proper identifica-
tion of consonant place of articulation.

The durations of the synthesized stimuli were in the range 10-46 msec, and
the formants during this brief interval followed trajectories appropriate to
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FIG. 1.6. Short-term spectra sampled atl stop-consonant release for various
stimuli used in identification tests. Each panel shows three spectra corresponding
to threg different items on a continuum of synthetic consonant-vowel stimuli
ranging from (ba] to [da) (top) and [da} to {ga] (bottom). Two of the spectra (the
solid line and the long-dashed line) represent stimuli in the middie of a phonetic
category, for which the responses were close to 100% |b], [d|, or [g]. as indicated.
The third spectrum in each panel (short-dashed line) represents a stimulus between
phonetic categories, for which responses were equivocal. Spectra are calculated
and smoothed in the manner described in connection with Fig. 1.3; i.e., they are
spectra calculated using a linear prediction algorithm, with high-frequency preem-
phasis, and with a time window of 26 msec centered at onset, (Adapted from
Stevens & Blumstein, 1978.)
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consonant-vowel syllables beginning with [b], [d], or [g]. These trajectories
moved toward target values corresponding to the three vowels [i, a, u]. Various
stimulus conditions were used, including stimuli both with and without bursts.
An additional set of stimuli was produced by eliminating the movements of the
second and higher formants, so that these forr=nts remained at their frequency
values at onset. Results averaged over the thre. vowel environments and over the
straight- and moving-transition conditions are summarized in Fig. 1.6, The per-
formance of listeners in the identification of place of articulation for these stimuli
was always well above chance, even when the sounds were as short as 10 msec
and when they contained no transitions of the second and higher formants. Thus
the responses of the listeners tended to follow the pattern that would be expected
if they were basing their identification on the gross shape of the spectrum sam-
pled over the brief duration of the stimuli. However, lack of formant movements
and the absence of a burst within this time interval did contribute to a reduction in
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FIG. 1.6 Percent comrect identification for synthetic consonant-vowel syllables
with various durations of voicing as indicated on abscissa. The transitions are
appropriate for the place of articulation labial (left), alveolar (middle), and velar
(right). Data are shown for stimuli with bursts (solid lines) and without bursts
(dashed lines). Data represent averages of responses to syllables with three dif-
ferent vowel contexts {i a uj. (From Blumstein & Stevens, Journal of the
Acoustical Society of America, 1980, 67, 648-602. Capyrighi 1980 by the Acous-
tical Society of America. Reprinted by permission.)
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the overall performance level, Further, there were a few stimuli (particularly
velars before the vowel [i]) for which the identification responses were inconsis-
tent. (See Blumstein & Stevens 1980, for further discussion.)

A further finding with these brief stimuli was that listeners were usually able
to identify which of the three vowels [i a uj the formant trajectories were moving
toward, cven for stimuli that were so short that they contained only one or two
glottal pulses. Apparently, then, at least two kinds of information are packaged
within these short stimuli and are accessible to a listener. The gross shape of the
spectrum sampled over the initial portion of the stimulus (or perhaps over the
entire stimulus duration for the very short stimuli) indicates the place of articula-
tion of the consonant, based on whether it is diffuse-rising, diffuse-flat or falling,
or compact. Other attributes of the spectrum, such as the frequencies of the
spectral peaks sampled at the termination of the stimulus, are sufficient to couble
the listener to determine the identity of the vowel.

In a final experiment with brief synthesized consonant-vowel sounds, several
continua of stimuli were produced, spanning the range of acoustic characteristics
(at onset) from |b] to [d] to [g] (Blumstein & Stevens, 1980). Three such
continua were generated, with formant trajectories moving toward frequencies
corresponding to the vowels |i}, [a], and u]. Two stimulus durations (20 and 46
msec) were used. An additional set of stimulus continua was generated in which
the second and higher formants remained at their frequency values at onset.
Listener responses to these stimuli showed that the continua were for the most
part divided into three categories with reasonably sharp boundaries, although
there were & few exceptions. A general finding was that, when the spectrum
sampled at stimulus onset was not a clear exemplar of one of the three gross
shapes postulated for the three places of articulation, then the listeners utilized
available information concerning the time course of the formant trajectories.
Thus, for example, if the spectrum was diffuse but did not show either a rising or
falling slope, then a listener would tend to identify the consonant as |b] if the
second formant was rising and as [d] if it was falling.

“The results of these experiments with brief stimuli excerpted from the onsets
of synthesized consonant-vowel syllables support the hypothesis that information
with regard to place of articulation for a voiced stop consonant resides in the
initial 10-20 msec of a consonant-vowel syllable. The motions of the formants
immediately following the consonantal release do not appear to contribute essen-
tial information regarding place of articulation, becuuse elimination of the
movements of the second and higher formants does not greatly modify the
identification of consonantal place of articulation, given appropriate (i.e., unam-
biguous) onset spectra. The fact that consonant identification deteriorates only
slightly when the initial noise burst is removed supports the hypothesis that both
the burst and the attributes of the sound at voicing onset contribute to a more
global acoustic property that is a cue for place of articulation for stop consonants.
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These observations are consistent, then, with the view that the gross prop-
erties of the spectrum sampled over the initial 10-20 msec of a stop consonant
provide invariant or primary cues to place of articulation. In this view, the
transitions of the formants from the release of the consonant to the vowel provide
the acoustic material that links the transicnt events at the onset to the slowly
varying spectral characteristics of the vowel (Cole & Scott, 1974: Stevens &
Blumstein, 1978). These ransitions ensure that no further abrupt discontinuities
in the spectrum occur following the initial transient at the release. Cues such as
the directions of formant motions or frequencies of particular formants at conso-
nantal release also provide information with regard to place of articulation. These
Cues are secondary in the sense that, for a particular consonantal place of articula-
tion, they depend upon the vowel context. This use of secondary cues is- most
clearly seen when the primary attributes of the onset spectrum are equivocal, so
that the spectrum does not demonstrate strong unambiguous properties such as
compactness or diffuseness, or is neutral with respect to the distinction between a
diffuse-rising or diffuse-falling shape.

INVARIANT PROPERTIES FOR
OTHER PHONETIC CATEGORIES

In the preceding section, we have discussed at some length the evidence indicat-
ing that invariant acoustic properties are associated with different places of
articulation for stop and nasal consonants. The place-of-articulation dimension
was considered in some detail in part becausc i considerable amount of data on
the production and perception of place of artic --ation for consonants is available
and in part because earlier studies concluded that the acoustic cues for different
places of articulation show substantial dependence on context.

We now consider the acoustic properties and perceptual correlates of several
other consonantal contrasts. The point of view in this discussion is that there are
invariant acoustic properties associated with each of these phonetic categories as
well as the place-of-articulation categories and that the auditory system is predis-
posed to detect or to respond selectively to these properties. Some of the material
in this section is rather speculative, because data with regard to these phonetic
categaries are not as extensive as data on place of articulation. However, they
provide preliminary evidence supporting the theory of acoustic invariance in
speech, and they suggest avenues for future research on these issues.

The Consonant-Vowe! Contrast

One of the basic contrasts in language is the contrast between consonants and
vowels. From the point of view of articulation, a vowel is produced with a vocal
tract that is relatively open, with no narrow constrictions along the length of the
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tract from just above the glottis to the lips. A consonant is generated with a
narrow constriction at some point in the vocal tract. Acoustically, consonants and
vowels are distinguished by the nature of the changes that occur in the acoustic
spectrum. For consonants, the primary acoustic consequence of a narrow con-
striction in the vocal tract is the existence of a rapid change in the spectrum as the
articulatory structures move toward or away from the constricted configuration
(Stevens, 1971). The rapid spectrum changes are preceded and followed by
regions in which the spectrum changes relatively slowly. One of these regions
may be silence or a region of low acoustic energy (as in the case of stop
consonants), but there may be appreciable energy in both regions (e.g., for
fricative consonants or nasals). One possible source of the rapid spectrum change
is the rapid rise of the first formant that always accompanies an increase in the
size of the constriction. Spectral changes can also occur at higher frequencies as a
consequence of changes in the source of noise in the vicinity of the constriction
or changes in the frequencies of the higher formants. For vowels, the acoustic
consequences of a relatively open vocal tract is a well-defined steady-state for-
mant structurc with relatively slow changes over time.

Segments that are produced with a narrow constriction along the midline of
the vocal tract and exhibit rapid spectrum change arc identified by the feature
consonantal. Yowels and glides, which do not give rise to a rapid spectrum
change, are nonconsonantal. The points in time where rapid spectrum changes
occur in consonantal segments can be regarded as special events or landmarks in
the signal, and it is suggested that the speech pereeption strategy used by listeners
directs attention to attributes of the signal in the vicinity of these events.

The spectrogram in Fig. 1.7, which shows the sentence Joe took father’s
shoe bench out,”" is marked to identify the locations of the events where rapid
spectrum changes occur. A time window of width about 20 msec in the vicinity
of these events would indicate regions where it is postulated that attributes of the
speech signal are sampled. It is these regions and their respective time windows
that define the domain for analysis of the acoustic events giving rise to phonetic
features such as place of articulation, voicing, etc. In a sense, we are arguing that
there are +‘regions of high information’’ to which the speech-processing system
is directed during ongoing speech perception. These regions are joined to other
regions where the spectrum changes are relatively slow. The regions between the
slow and rapid spectrum changes constitute the so-called transitions, and these
may vary in duration from a few tens of milliseconds to over 100 msec. Of course
it is assumed that, in addition to being directed towards the events where rapid
spectrum changes occur, the speech-processing system continuously monitors
and decodes the signal in the regions between these events.

In Fig. 1.8 the contrast between a consonantal and a nonconsonanal segment
is illustrated in terms of the rapidity with which the spectrum changes. In the case
of the syllables [ba] and [sa] there are rather abrupt changes in the spectrum in
the vicinity of the consonantal release, whereas for [wa| and [?a| the spectrum
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FIG. 1.7.  Spectrogram of the sentence “‘Joe took father's shoe bench out.™ The
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comresponding to place of aiculation, voicing, cle., are signaled by the detailed
acoustic properties in the vicinity of these consonantal events.
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FIG. 1.8. Examples of spectra sumpled at points in time in the speech signal
where the spectrum is changing rapidly (in the vicinity of the consonantal release
for (ba] and |sa], shown at the left), and at points where the spectrum is changing
more slowly (at the point where the formants are moving most rapidly in {wa], and
immediately following the glottal release in [P01 In each panel, three spectra
sampled at about 10-msec intervals arc shown. T i spectra arc obtained by proce-
dures described in conncction with Fig. 1.3,
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changes are relatively slow. There is an abrupt rise in amplitude at the release of
the glottal stop, but the spectrum immediately following this abrupt rise changes
very little.

The acoustic attributes that correlate with the identification of the feature
consonamal have been examined in a series of speech perception experiments
(Liberman, Delattre, Gerstman, & Cooper, 1956; Miller & Liberman, 1978). In
these experiments, the rate of movement of the formants at the onset of a
synthétic consonant-vowel syllable was manipulated to produce a series of
stimuli ranging from those with rapidly moving formants to those with slowly
moving formants. Listener responses to the consonant portion of the syllable
were obtained. One of the stimulus continua was characterized by rising tran-
sitions of the formants, and encompassed a range carresponding to the conso-
nants |b] and [w]|. The results showed that fast transitions gave the response [b],
which is consonantal, whereas slow transitions yielded the nonconsonantal re-
sponse |w]. The boundary between these twao classes occurred when the duration
of the transitions was about 40 msec. The identification of stimuli with transition
durations in the vicinity of 40 msec (i.e., stimuli for which the spectrum change
is neither rapid nor slow) can be influenced by contextual factors (e.g., vowel
duration, as reported by Miller & Liberman, 1978).

As is noted clsewhere in this chapter, the properties of the sound in the
vicinity of these consonantal events are used to identify phonetic features of the
consonant relating to place of articulation and voicing. The occurrence of a
consonantal segment is indicated by the presence of some generalized kind of
rapid spectrum change, without specification of the frequency regions or direc-
tions or other attributes of the change; certain other phonetic features of the
consonant are signaled by the detailed propertics of the signal in the vicinity of
this rapid spectrum change, On the basis of neurophysiological and psychophysi-
cal experiments, evidence is emerging to indicate that components of the audi-
tory system produce a specialized response when the stimulus is characterized by
an abrupt onset or offset of amplitude in a particular frequency range, or by a
répjdly changing spectrum (Delgutte, 1980; Kiang, 1975; Kiang, Watanabe,
Thomas, & Clark, 1965). Thus, what we know about the response of the
peripheral auditory system at the level of the auditory nerve and the cochlear
nucleus is not inconsistent with the view that therc is a specialized response to
stimuli for which there are rapid spectral changes.

Continuant-Abrupt

There is a class of phonetic segments having the common acoustic property that
the production of the segment produces an abrupt rise or fall in the amplitude of
the sound, whether or not there is a rapid change in spectral shape. This class of
abrupt (or stop) segments, includes the set [ptk b d g & j mn g ?|. All of these
consonants except [?] are a subset of the class of consonantal segments, i.e., they
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show an abrupt change in amplitude as wel) as a rapid spectrum chan Th
glottal s((?p [?l—a nonconsonantal segment—shows only an abrupt arie‘li(tud:
;:\lLange without an accompanying rapid spectrum change, as shown in Fig}.) 1.8.)
rupt consonants are produced by completely blocking the airstream at so
::::: z:]l(ong tht:hmidl:)ne (}),f the laryngeal and vocal-tract pathways. C()nsonanr:j
enis, on the other hand, are produced by creating a complete arti
blockage of the airstream at a point in the vocal tract & ' o P‘“’EN’
f:losure for abrupt segments can occur at the glottis l;:('»;;ll)::eat:}c;i;i;);nxl' 1'he
ie., a g.lottal stop is included in the class of abrupt consonants whcreg O";,S:
constriction must be above the glottis for a consonantal segmcnl.’ Immedaifll:al;

following the release of a glot is. i
change. glotal stop there is, in fact, not a rapid spectrum

consong { 3
m“rmz:nil: alls weH'as for I:le Stop consonants, because the spectrum for the nasal
s lower in amplitude than the spec i i {
e . pectrum immediate i
release at essentially all frequencies. Y (ollowing the
For 4 frieati ) L .
e :,:,;”;a“vc cznsonbdn(, that is, a continuant segment followed by a vowel
€ a rather abrupt increase in an- i :
., ‘itude over some part of (he fi
quency range at the consonantaj ; car 16 be orhes
' relcase, b. i there always
Irequency regions in whi | ; cast dhcs oy ipener
1 which the amplitude dec:oases
lenc ce:eases, or at least does not i
edue 1ons in the amy , increase
u llm; l;ng nll.’? aspect of fricative consonants can be seen in the example o;
& 1.8, in which there is an amplitude increase at low frequencies but a

» the amplitude increase at low f ies i
abrupt as that for a stop consonant. eanencies s notas

Sev i i
e eral experiments have examined the perceptual correlates of the feature

amplitude at the onset, and of the duration
the onset, that are necessary 1o elicit a special reg
abrupt or stop consonant.

hav[ixp[;zr\x/;gz:l: ipdwhichhnarural speech stimuli are manipufated in various ways
vidence that helps to define the acoustic i
the feature continuant. In onee i i own that the g e with
. . Xperiment, it was shown that the syil
which the onset of the amplj §]i o be st for
v plitude of the [§] is rather gradual
' mpl » €an be chan
z[“c]?]“:)uyd rcrpovn'ng the ln.mal part of the frication and by leaving an ug;:qu?
crg ( c:l rise in the noise (Cutting & Rosner, 1974). The rise time at tl?
perceptual boundary between responses of [3] and I&) was about 40 msec. In .
.Ina
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second experiment, the word slit was generated, and the acoustic representation

of the word was then manipulated by creating a gap of successively increasing

duration between the end of the frication noise in |s] and the onset of voicing in

[t] (Bastian, Delattre, & Liberman, 1959). When this duration of silence ex-

ceeded aboul 70 msec, the word was heard as split. Apparently, the onset of
voicing in the | 1] was sufficiently abrupt that a stop consonant was heard if the
preceding silent interval was long enough. The suggestion is that about 70 msec
of silence or of low amplitude is needed before an abrupt onset if the onset is to
be heard as an abrupt consonant. In another class of experiments (Bailey &
Summerfield, 1978; Repp, Liberman, Eccardt, & Pesetsky, (978), the duration
of a gap between a [s] or [§] and a following vowel or sonorant was manipulated,
to determine the gap duration necessary to elicit the perception of a stop conso-
nant between the fricative and the vowel. It was found that the duration required
depended to some extent on the physical characteristics of the onset following the
silent interval. If the onset exhibits more of the characteristics of a consonantat
onset in terms of the degree of rapid spectrum change, it appears that it is a
“‘stronger’’ onset, and thus requires less of a preceding silent interval.

Another experiment relevant to the perceptual correlates of the feature wb-
rupt utilized nonspeech stimuli with onsets for which the rise time varied from a
few msec to several tens of msec (Cutting & Rosner, 1974). These stimuli were
categorized systematically by listeners: Those with rise times less than 40 msec
sounded like *‘plucked’’ musical sounds, whereas those with longer rise times
were identified as ‘‘bowed’" sounds. Within each class, different stimuli along
‘the continuum were essentially nondiscriminable by listeners; two stimuli with
rise times of 30 and 50 msec (i. e., stimuli that were classilied differently by the
listeners) were easily discriminated. The implication of these results is that the
auditory system is predisposed to categorize sounds with different rise times into
two different classes—those with fast rise times and those with slow rise times.
Such a predisposition could form the basis for the phonetic distinction be-
~tween abrupt and continuant consonants.

1

Nasal-Nonnasal

Within the class of abrupt consonants, we can distinguish two categories—nasal
and nonnasal. The nonnasal consonants are the stops [p t k b d g & j]. The
principal acoustic characteristic that distinguishes nasals from nonnasals is the
presence or absence of an appreciable amount of energy within the closure
interval, as shown in the spectrograms in Fig. 1.9. In nasal consonants, although
the amplitude within this interval is lower than that in the adjacent vowel, it may
only be a few dB lower at low frequencies (below about 300 Hz). There is also an
appreciable amplitude in the spectrum of the nasal murmur in higher frequency
regions. Some low-frequency energy may also be present in the spectrum sam-
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FIG. 1.9. Bottom: Spectrograms of the utterances |aba] and [ama).
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. c i
lerms of some integrated acoustic property. o0 be interprted in

nants. This contrast is illustrated in Fig. 1.9,

T, INVARIAINT ALUUD U Ubiice vu e n -
Voiced-Voiceless

There is a large number of languages that distinguish voiced from voiceless
segments. Thus, for example, in English the consonants [p t k f s §] are voiceless,
and are in opposition to the voiced consonants [b d g v z Z}. Voicing is indicated
by the presence of low-frequency spectral energy or periodicity in the speech
signal due to vibration of the vocal folds, whereas for voiceless sounds there is no
such periodicity. In the case of nonconsonantal sounds (such as a vowel, or [h],
or [w]), detection of voicing is relatively straightforward, and the presence or
absence of low-frequency periodicity can be observed in the relatively steady-
state or slowly varying time interval in the vicinity of the target configuration for
the sound. For consonantal segments, acoustic data from a number of different
languages suggest that the voiced feature can be identified by testing for the
presence of low-frequency spectral energy or periodicity over a time interval of
20-30 msec in the vicinity of the acouslic discontinuity that precedes or follows
the consonantal constriction interval (Lisker & Abramson, 1964). The time
interval over which this test for periodicity is made usually extends to the left of
the consonantal discontinuity for a consonant preceding a vowel (i.e., a test for
prevoicing), or to the right of the consonantal implosion in the case of a syllable-
final consonant (where left and right indicate times preceding and following the
discontinuity).

This procedure of detecting voicelessness or voicedness is illustrated in Fig.
1.10 for contrasting stop consonants in Spanish and for fricatives in English. We
observe that in the 20-30 msec prior to the rapid spectrum change near the
release of the voiceless stop or the fricative, there is no low-frequency energy or
periodicity in the sound, whereas low-frequency energy is present in the case of
the voiced consonant.

Stop consonants in English are usually described as having a voiced-voiceless
distinction, but the acoustic manifestations of this distinction differ from that
previously described, particularly when the consonant occurs in prestressed posi-

" tion. For example, when a voiced stop consonant occurs in prestressed position,

there is frequently no prevoicing, and low-frequency periadicity does not begin
until 0-2Q msec following consonantal release.

In the case of a voiceless stop consonant in prestressed position in English, the
consonant is aspirated, i.e., the vocal folds are in a spread configuration at the
time the consonant is released, and the onset of low-frequency periodicity due to
glottal vibration occurs 30 or more msec after the consonant release (Lisker &
Abramson, 1964). In view of these characteristics, it may be appropriate to
abandon the phonetic classification of voiced-voiceless for stop consonants in
English, and rather to refer to the categories as unaspirated and aspirated, respec-
tively, or to use terms such as tense and lax (cf. Jakobson et al., 1963).

The property that distinguishes an aspirated from an unaspirated stop conso-
nant, then, is the absence of low-frequency periodicity in the 20-odd msec to the
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FIG. 1.10. Spectrograms of words containing. initial voiceless and voiced stop
consonants in Spanish (1aco, upper le(t, and dcio, upper right) and initial voice-
less and voiced fricalive consonants in English {sap, lower left, and zap, lower
right). The arow below cach spectrogram indicates the point in lime at the conso-
qamal release where the spectrum change is estimated to be most rapid. Low-
frequency periodicity occurs immediately to the left of this boundary for voiced
consonants but not for voiceless consonants.,

righl of the consonantal release. There are some languages that have both a
voiced-voiceless and an aspirated-unaspirated contrast. Acoustic information
concerning the voiced-voiceless contrast is carried by the presence or absence of
low-frequency periodicity up to about 20 msec preceding the consonantal re-
lease, whereas the aspirated-unaspirated contrast is cued by detecting the pres-
ence or absence of low-frequency periodicity up to about 20 msec following the
consonantal release.

Experiments on the perception of voiced and voiceless consonants tend to
support the notion that the perceptual system uses the presence or absence of
]o»y-'frequency spectral energy or periodicity as the basis for identification of the
voicing feature. For the most part, these experiments have been restricted to the
sx?xdy pf stop consonants in syllable-initial position. In these studies, series of
stimuli were generated by systematically manipulating the relative ti’me of the
stop consonant release and the onset of low-frequency periodicity corresponding

&3
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1o vocal-fold vibration, and these stimuli were presented to listeners for identifi-
cation as either voiced or voiceless consonants. In general, the results for Spanish
listeners indicate that stimuli are heard as voiceless if there is no low-frequency
periodicity immediately preceding the consonantal release and as voiced if there
is low-frequency periodicity in this time interval (Williams, 1977). English lis-
teners, on the other hand, hear an unaspirated stop consonant if low-frequency
periodicity occurs within about 20 msec after consonantal release, and they hear
an aspirated stop if there is no low-frequency periodicity within this time interval
(Abramson & Lisker, 1970).

If we examine in somewhat greater detail the location of the boundary be-
tween the perception of voiced and voiceless consonants or between aspirated
and unaspirated consonants while certain acoustic parameters in the vicinity of
the stop-consonant release are manipulated, it becomes apparent that we need to
define more precisely what we mean by the detection of low-frequency spectral
encrgy or periodicity and the time interval within which this detection is to occur.
One approach to the study of the acoustic correlates ol the voiced-voiceless
distinction for stop consonants in prestressed position is to define voice-onset
time (VOT) as the time interval from the onset of the burst occurring at the
consonantal release to the onset of the first glottal pulse, usually determined from
visual observation of a spectrogram. In a number of experiments in which lis-
tener judgments werc obtained to synthetic stimuli with various voice-onset
times, it has been shown that the VOT corresponding to the phonetic boundary
varies by a few msec depending on such factors as: (1) the frequency of the first
formant at the onset of voicing (a low F1 starting frequency tends to shift the
judgments in the direction of the voiced category |Stevens & Klatt, 1974]); (@)
the fundamental frequency changes that occur immediately following voicing
onset (a sharp drop in F, biases listener judgments toward the voiceless category
[Haggard, Ambler, & Callow, 1970)); (3) the transitions of the second and
higher formants and the spectral characteristics of the onset burst (stimuli with
formant transitions and bursts appropriate for velar consonants tend to require
longer VOTs to be heard as voiceless than do those for alveolars and labials
(Abramson & Lisker, 1970]); and (4) the intensity of the aspiration noise relative
to that of, the vowel (stimuli with larger amplitude aspiration tend to be heard as
voiceless [Repp, 1979]).

It has been suggested that each of these effects constitutes an additional
independent cue for the perception of the voiced-voiceless distinction (Lisker,
Liberman, Erickson, Dechovitz, & Mandler, 1977). An alternative view, how-
ever, is to regard each of these factors as contributing to an_integrated acoustic
property, As noted earlier, we postulate that the signal has thé acoustic property

corresponding to voicedness if there is low-frequency spectral energy or periodic-
ity in the signal in a specified time window in the vicinity of the consonantal
release. Detailed specification of this property requires that we define two events

g
ey

)



in time in the auditory representation of the signal: the time at which the conso-
nantal release occurs, and the time at whicl ‘he onset of low-frequency spectral
energy or periodicity occurs. )

Given the limited amount of data that are currently available on the response
of the auditory system to transient onsets of various kinds, we can only speculate
at present on the nature of the auditory representation of these onsets. For
example, if the onset of the first formant (F1) is at a low frequency, the auditory
system presumably detects the presence of relatively strong spectral energy at
low frequencies, and a judgment of the onset of low-frequency periodicity can be
made by examining the spectrum of the first glottal pulse. On the other hand, for
an F| onset at higher frequencies, the low-frequency energy (in the vicinity of the

fundamental frequency) may not be detected in the first glottal pulse, and it may ~ \»AA}-

be necessary to wait until several glottal pulses have been generated before the
presence of low-frequency periodicity can be detected on the basis of spectral
encrgy above the frequency of the fundamental. Thus, a low starting frequency
ol 1] would be perceived as having an carlier onset of low-{requency periodicity,
and consequently would be a positive cue for voicing.

Likewise, a rapidly falling F, at voicing or+st would create a signal in which
the first few glottal pulses are aperiodic, a ¢ the detection of low-frequency
periodicity would then be delayed until the .ute of Fy change decreased after
these initial glottal pulses. Consequently, a rapid initial fall in F, would create,
in effect, a longer time from consonantal release to onset of low-frequency
periodicity, and would tend to shift listener responses toward the voiceless cate-
gory.

A more intense aspiration noise at the onset of a synthetic voiceless stop

consonant could have the effect of producing a slightly earlier onset in the ;

auditory representation than would a weaker aspiration noise, thus creating a
l]ogn7g9er time from consonantal onset to onset of low-frequency periodicity (Repp,
).

. An explanation for the increased VOT associated with velar consonants rela-
tive to alveolars and labials is somewhat more speculative. A possible explana-
tion is that for a velar there is a delay in the rising of F1 following the consonantal
release (or at least F| rises more slowly), and consequently, with FI starting
effectively at a lower {requency than it does with alveolars and labials, a longer
VOT is needed to give a voiceless response, following the argument outlined
previously.

The point of this discussion is that it may be pbssible to postulate an integrated
property that classifies consonant segments as voiced or voiceless, independent
of \fvhether the segment is a fricative or a stop, and independent of the phonetic
environment in which the segment occurs. If he integrated property is suitably
deffnec.i in terms of detection of the presen:z or absence of low-frequency
penod}cuy in specified regions of the signal, then several seemingly independent
acoustic attributes can be regarded as contributing to the integrated property. It is

a
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recognized, however, that situations can be created, particularly with synthetic
speech, in which a listener must utilize acoustic attributes that are not encom-
passed within this integrated property—attributes that might be labeled as secon-
dary. Examples are the vowel shortening that precedes a word-final voiceless
consonant (Denes, 1955; Klatt, 1973), the shorter duration of consonant closure
for an intervocalic voiced consonant relative to a voiceless consonant, or the
influence of the duration of the following vowel on the perceplion of voicing of
an initial consonant (Summerfield, 1975). Close examination of natural speech
indicates, however, that the primary property is usually present at the same time
as these secondary cues. '

DISCUSSION

We have attempted to show that for a number of phonetic categories it is possible
1o specify invariant acoustic correlates or properties that are usually independent
of the phonetic context in which the segment appears. In particular, we have
argued that invariant properties for the phonetic categories of language reside at
various sampling points or regions in the acoustic waveform, and we have
elaborated the theory of acoustic invariance most completely for place of articula-
tion.in stop consonants and nasals. However, given the analysis procedures and
theoretical view discussed throughout this paper, we postulate acoustic invar-
iance for other phonetic dimensions as well, including the features consonantal,
continuant, nasal, und voicing. An hypothesis concerning the existence of these
invariant properties implies that the auditory system is endowed with
mechanisms that respond distinctively when a particular property is present in the
acoustic stimulus. Property-detecting mechanisms of the type postulated here
intggrate a set of different acoustic attributes to yield an invariant or distinctive
response in spite of the seeming variability of the individual attributes. We have
reviewed some evidence in support of this characteristic of the auditory system.
> Do these property-detecting mechanisms develop as a consequence of expo-
sare to ‘the sounds of speech, or are they an innate part of the infant’s sound-
reception §ystem? We postulate that the mechanisms are innate and, further, that
it is these kinds of mechanisms that are needed to get the speech-reception system
started. When the infant is presented with speech in which particular phonetic
segments occur in a variety of environments and which show considerable acous-
tic variability, these property-detecting mechanisms help the infant to organize
the sounds into a relatively small set of classes in spite of this apparent var-
iability. The property-detecting mechanisms of the type described here provide a
framework upon which the speech/language system can be organized, and, we
would argue, are critical to the acquisition of language. There is, in fact, evi-
dence that infants are equipped with these property-detecting mechanisms and
make use of them in perceiving speech and speechlike sounds as early as one
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month (Eimas, Siqueland, Jusczyk, & Vigorito, 1971). Two sounds with dif-
ferent physical attributes are not discriminated by infants if they lie within a
phonetic category (as Jjudged by adult listeners), but are discriminated if they lie
in different phonetic classes.

We do not suggest, however, that invariant properties of the type described in
this chapter are the only acoustic characteristics that an adult listener or even a
child acquiring language uses to decode the speech signal into a phonetic repre-
sentation. There are secondary, context-dependent cues that always accompany
the primary properties, and it is hypothesized that these cues become utilized by
the system through a process similar to that of incidental learning (Kemler,
Shepp, & Foote, 1976; Shepp, Kemler, & Anderson, 1972). Having learned
these secondary cues, a speaker-hearer can then utilize them in ongoing process-
ing, particularly in situations where the Primary properties are obscured by noise,
or are missing, or distorted for some other reason. For example, the spectrum
sampled at the onset of an initjal alveolar stop consonant usually shows a
diffuse-rising shape, but part of the fine structn-¢ of this spectrum shape is often a
peak that lies in the frequency range 1600- 160 Hz, depending on the following
vowel. This spectral peak corresponds to the starting frequency of the second
formant. If high-frequency information is missing from the signal (due 1o noise
or low-pass filiering, for example), then the tiffuse-rising onset spectrum cannot
be observed, and the listener must rely or the secondary cue, which is the
frequency of the spectral peak corresponding to the second-formant starting
frequency. This frequency must, however, be interpreted in terms of the vowel
context of the consonant and, possibly, in terms of the second-formant range for
a particular speaker. The ability of a listener to identify stop-consonant place of
articulation based only on two-formant stimuli with appropriate initial tran-
sitions, with no higher frequency information, has been demonstrated by Cooper,
etal. (1952). A number of examples of other secondary, context-dependent cues
could be cited, corresponding to other phonetic dimensions.

We are arguing, then, that there is acoustic fine structure associated with the
primary propertics. This fine structure is available for use by the listener when it
is needed to make a phonetic distinction. Variations in the acoustic details within
a sound that has'a given Bross property could also enable a listener (o make
discriminations between sounds that lie within a phonetic category, if the listener
can be trained to attend to this fine structure (Carney, Widin, & Viemeister,
1977).

The results of analysis of the stop-consonant stimulj using templates for
different places of articulation shows that accuracy of identification falls some-
what short of 100%. In fluent speech, where all phonetic features are seldom
represented unambiguously in the acoustic signal, the percentage of times that
the features are jdentified correctly through property-detecting mechanisms may
be even less. These levels of error in identification could be in part a consequence
of the particular analysis Procedures that were selected for examining the stop
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consonants. Adjustments and optimization of these procedures W(')|l|llld und;)(t)u:]((;
edly increase the accuracy of identification, }aut would prqbab‘l‘y sti he:av:::vcr :
errors. Error-free identification based on primary properties is not, (l):vva ‘ ;c-
rigid requirement, because, as we hav? Jl{Sl nf)led, secondary f:ues a rchmes
company the primary properties. Thus, in situations where thedpnma:'r)‘/;;) lh;; es
yield equivocal identification, the sccondar)f cues can be use todr: 4 e the nal
identification. If an infant were equipped with primary propcny .uec pr l, here
might be a small proportion of utterances l"or whlch'lhe primary lgvadru::ctgd [[)f
erties corresponding to the different phonetic categories would no'l fe lewomd.be
this percentage of utterances is sufficiently small, h.owever, the infan would be
able to identify the majority of speech sounds to which he or shel is exp el ,Thc
cansequently the ability to acquire languagc wou!d nof be great lepcOVid.e e
utterances for which the primary properties are in evndcncc. wou prd' ihe
child with stimuli from which he or she could learn ilppl"()pl‘lale secon ary ue[
that could ultimately be utilized in situations w!)f:rc tht‘a primary properties are ?}?
present. We cannot at this time, however, specify a minimum lf:vcl ol'erm‘rkl.r'n'- e
detection of properties in specch that uffc.cl lhc. acquisition of Iangurge' b, l| ss.s-
The role of property-detecting mechanisms ln.scmng up a pl.‘?"? f)glCd' y :
tem must be distinguished, then, from the role of lllgse mechanlsr‘ns |n ;)n%ﬁ”;ﬁ
adult speech perception. Property-detecting mcchunw.ms plil?/‘ a (:'r:lutlnr:)f‘[he
developing an internalized phonological system that is an ossfznm;] pa\evcr e
knowledge of a lunguage user. Ongoing specch pcrccp}mn m‘a‘)'/. .ow‘ (K,Ia"
quire recourse to secondary cues or stored lcnll[)lules for lexical Elc'nfs Klat,
1979) as well as to the property-detecting mechumsms.'Neve'n.hclcss, f“qu;mo"
of these speech-perception strategies depends on lhe. prior ‘flbllny to make‘p tone;-
tic classifications based on the detection of acoustically invariant and context-
independent properties or features.
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Effects of Speaking Rate on
Segmental Distinctions

Joanne L. Miller
Northeastern University

LEditors’ Comments

As Stevens and Blumstein (Chapter 1, this volume) have ably demonstrated, the
search for acoustic invariance underlying phonetic perception continues and, more-
over, does so with realistic expectations of success. At least for one phonetic
feature (place of anticulation), it was possible to specify properties of the signal that
remained constant across changes both in phonetic context and in speaker. There
are, however, additional sources of potential variation in the speech waveform
including, for example, the synlactic environment, the stress pattern, and the rate of
speech. Only by taking into account all such factors will it ultimately be possible to
determine whether invariant acoustic properties corresponding to perceived phonet-
ic distinctions exist, or whether there is some context-conditioned variation. The
theoretical consequence of the former is that the invariance for perception resides in
the gignal and presumably could be detected by relatively simple mechanisms. In
the latter case, however, perceptual constancy must derive from the processing
system, which would require that the mechanisms of perception be quite complex,
perhaps-even mediational in nature.

The effects of rate of speech precat an interesting case in point. Although it
was recognized quite early that variati-:n in speaking rate may well be a source of
considerable complexity, it was not until recently that systematic studies were
undertaken to discover the consequences of changes in rate on the spectral and
temporal properties of speech and the manner in which perceptual constancy is
achieved. Miller has reviewed the available literature related to these issues and has
presented some of her own findings. In addition, she has attempted to specify at
least some of the complications that contextual variables, such as rate of speech,
create for those who are concerned with modeling the perceptual system for speech.

39




