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Introduction

The subject of these notes is the LISP implementation and discussion of the LISP interpreter as presented in [1]. These notes will provide the reader with a better understanding of LISP, its capabilities and limitations. Through the explanation of the interpreter (see Appendix B in [1]) the reader will better understand such concepts as: variable bindings, evaluation of bindings, function definition, forms, special forms, recursion, and the functional definition of the interpreter procedures.

We assume the reader has a basic working knowledge of LISP and therefore will not attempt to introduce basic LISP concepts
as atomic symbols, S-expressions, list notation, dotted pairs, or the writing of LISP functions.

These notes will first give the reader a broad understanding of the LISP operating environment, function definition using DEFINE and DEFLIST, the use of LAMBDA and LABEL notation, the function of FUNCTION, and the use of PROG before examining the construction of the interpreter itself. Next, by examining the interpreter's construction, we will re-examine these same constructs and others, but this time the emphasis will be on those interpreter components responsible for the recognition and interpretation of these constructs, and how the interpretation is carried out.

This description specifies the effect of the interpreter, not its actual internal workings.

LISP - Overview

The LISP language introduced by McCarthy, et al. in the early 1960's, is a functional list processor designed for symbolic data processing. Its areas of application are that of artificial intelligence and symbolic mathematics. Because LISP is a formal mathematical language, it is of theoretical interest. It is also a programming language of extreme power when used for symbolic calculations in differential and integral calculus, electrical circuit theory, mathematical logic, game playing, particle physics, metacompilers, string transformations, programming language syntax translation, simulations, question/answering systems, linguistics, information retrieval, on-line text editing and formal program language analysis.
All functions and data in LISP are written as symbolic expressions, referred to as S-expressions. That is, functions are written entirely in terms of S-expressions and operate on S-expressions as data. This relationship allows the interpreter or universal processor for the LISP language to be defined as a LISP function.

Variable Bindings - Association List and Property List

A variable is a symbol that is used to represent an argument of a function. Thus we can define the function

\[ f(x) = \frac{x^{3/4}}{4} \]

where \( x = 2 \). In this case the answer is 2. The process of arriving at this result involved substituting the number 2 for each occurrence of \( x \) in the function. The number 2 is bound to the variable \( x \), or the number 2 is associated with the atomic symbol \( x \).

Constructing the corresponding LISP function

\[
(F(LAMBDA(X)
(COND
  (((ZEROP X) 0 )
  (T(DIVIDE(TIMES X X X)4)) ) ))
\]

and executing the function with the call \((F 2)\), the result is again 2.

The information required to evaluate \((F 2)\) is supplied by the environment. The environment contains all the information which the system processes about each of its atoms. Recall that everything is an atom: function names, operators, variables, and constants. There is no distinction made between atoms. The environment associates atoms with the values they represent.
When the function is applied to its arguments, \((F \ 2)\), the existing environment is modified associating bound variables with the function arguments (i.e., \(X\) is bound to 2). During the evaluation of the function, the current associations replace any previously existing associations for those variables. After the evaluation has been completed, the associations established by the function invocation are deleted from the environment. Thus the associations of the bound variables are temporary, existing only while the function's form is being evaluated.

In addition to variables, the environment contains constants, primitive functions, and functions introduced by the LISP functions DEFINE and DEFLIST, each having a name and a value. The value is either an atomic symbol or a function.

In [1], the environment is described as an association list. To understand bound variables adequately, we must examine how these associations are constructed.

In interpretive LISP systems, whenever a lambda or program expression is encountered, the variables to be bound are placed on the association list or a-list. The a-list is a LISP list of dotted pairs of the form

\[ (u_1 \ . \ v_1)(u_2 \ . \ v_2) \ldots (u_n \ . \ v_n) \]

where each of the \(u_i\)'s is a variable and each of the \(v_i\)'s are the corresponding values or bindings. Lambda or program variables are paired with their values and the pairs are attached to the front (leftmost) end of the a-list, with previous bindings to the right. In the previous example, the invocation of the function \(F\) by \((F \ 2)\) would cause the variable \(X\) to be paired with the
numeric atom 2 and attached to the a-list,
\[(X \cdot 2)(u_2 \cdot v_2) \ldots (u_n \cdot v_n)\].

During the evaluation of the function, all references to the variable \(X\), are references to the a-list. The a-list is searched from left to right for the first occurrence of the variable \(X\). When it is located, the CDR of the bound pair is returned as the current value of the variable. After the function has been evaluated, the a-list is returned to its previous state by removing the bound variables of that function
\[(u_2 \cdot v_2) \ldots (u_n \cdot v_n)\].

The original LISP had no constants, so that the single a-list was well suited to the needs of the environment. With the addition of constants, a new type of environment was necessary. A constant must retain its value, regardless of any bindings which may be in effect. In addition to the temporary environment (a-list), a need for a permanent environment arises. Assuming that a permanent environment exists, the interpreter procedures for LISP will first search the permanent environment whenever a variable is evaluated. If the variable has no permanent association of the type being sought, the search proceeds to the temporary environment, the a-list.

The permanent and temporary environments have different practical requirements in terms of access and maintenance. Permanent associations are used often and must be accessed rapidly. They will not be altered frequently, and therefore the updating process need not be highly efficient. Temporary associations, on the other hand, are modified quite frequently and require a more efficient
alteration procedure. The permanent environment is implemented to allow random access to its contents, while the association list is manipulated in a sequential access mode.

The permanent LISP environment is implemented in terms of property lists. Each unique atom within the LISP system has a property list associated with it. The property list of an atom contains the permanent associations of that atom, its "print name," or any constant value. The actual structure of the property list for each atom is behaviorally similar to that of the association list, i.e., bound pairs. The first entity of each pair is an atomic symbol called an indicator. The second entity is an S-expression which represents the value that is associated with the indicator. The temporary environment allows the association of a single value with each bound atom. The permanent environment, on the other hand, allows the programmer to associate multiple values with each atom, in the sense that an atom may have associated with it an indefinite number of indicator-value pairs.

The LISP system provides the user with a number of built-in indicators that have special significance for the interpreter functions. Table 1.1 shows the basic indicators utilized by the LISP interpretive system.
<table>
<thead>
<tr>
<th>Indicator</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PNAME</td>
<td>Atomic print name -- character sequence used to represent atom on an OUTPUT device.</td>
</tr>
<tr>
<td>APVAL</td>
<td>Permanent value of an atom. The permanent value of F is NIL.</td>
</tr>
<tr>
<td>SUBR</td>
<td>Address of a machine language coded interpreter routine (CAR, CDR, CONS, EQ, ATOM, etc.).</td>
</tr>
<tr>
<td>FSUBR</td>
<td>Address of a machine language coded interpreter routine for handling special forms (COND, LIST, QUOTE, OR, AND, TIMES, etc.).</td>
</tr>
<tr>
<td>EXPR</td>
<td>User defined function.</td>
</tr>
<tr>
<td>FEXPR</td>
<td>User defined function for handling special forms.</td>
</tr>
</tbody>
</table>

Table 1.1

The LISP system provides the programmer with two procedures (SUBR's) for manipulating the property lists of atoms. The LISP procedure (PUT atom indicator value) places the indicator-value pair on the property list of atom. The value of PUT is atom. The LISP procedure (GET atom indicator) retrieves the value that is associated with indicator on the property list of atom. If indicator does not exist on the property list of atom then GET returns NIL, otherwise the value of GET is the stored value.

To see how the environment is used, suppose that the variable X is to be evaluated. First, the property list of X is searched for the indicator APVAL, e.g.,

(GET (QUOTE X) (QUOTE APVAL))

If the value returned by GET is non-NIL, then the CAR of the value is the binding of X. The association list is searched only if the indicator APVAL is not found, and thus an APVAL takes precedence over any other binding.
A variable not bound by the current function definition is a free variable. The binding of a free variable is established outside the current function definition and will be available when that variable is evaluated, either by locating a value on its property list or by locating it on the a-list. The binding of free variables is often set with one of the LISP functions, CSET, CSETQ, SET, or SETQ. Free variables can be used in recursive functions to reduce the length of the association list.

The complete environment consists of the association list and all property lists. Together they provide all the information which the system can process concerning an atom. The organization of the environment is designed to provide rapid, random access to the permanent associations and the most recent temporary bindings.

Function Definition

In LISP, as in other programming languages, we wish to write programs that are parameterized and that compute an answer when values are assigned to the function arguments. However, in LISP we do not use the syntax and program structure of algebraic languages. LISP programs are formulated and written in the mathematical notation of recursive function theory. As such, procedures are functions; parameters are constants, and variables that can be passed between functions are arguments.

Forms and Functions

Given the algebraic expression $x^2 + y$ evaluate the expression for the values 2 and 3. Immediately there is a notational problem
in that we don't know whether $X = 2$ and $Y = 3$ or $X = 3$ and $Y = 2$. To resolve this ambiguity, LISP makes use of Church's lambda notation.

In Church's lambda notation the expression $x^2 + y$ is called a **form**. A form is an expression that may be evaluated when a correspondence has been established between its variables and a set of actual arguments. In LISP this formula is represented in Polish prefix notation as

$$(\text{PLUS}(\text{EXPT} X 2) Y).$$

Furthermore, in Church's lambda notation,

$$f = \lambda(x,y)(x^2+y)$$

is a function named $f$, since it satisfies the two necessary conditions for a function:

1. A form to be evaluated
2. A correspondence between the variables of the form and the arguments of the function.

Invoking the function $(f\ 2\ 3)$ the previous ambiguity is resolved, since Church's lambda notation provides a correspondence between $x$, $y$, and $2$, $3$, such that $(f\ 2\ 3) = 2^2 + 3$.

In LISP, $(f\ 2\ 3)$ would be defined as

$$(\text{LAMBDA}(X\ Y)(\text{PLUS}(\text{EXPT} X 2)Y)) \ 2 \ 3.$$  

Lambda expressions consist of three entities:

1. The word LAMBDA.
2. A list of literal atoms that are to be treated as variables (lambda variables).
3. A form to be evaluated.

After recognizing that an S-expression is a lambda expression, the
LISP interpreter pairs the lambda variables with the actual arguments and attaches these pairings to the association list. When the form is evaluated, any reference to a lambda variable causes the interpreter to evaluate that lambda variable by locating it on the association list and substituting its bound value.

More frequently the LISP programmer will use lambda expressions in conjunction with the LISP functions DEFINE and DEFLIST. For example, rather than having to specify the lambda expression every-time it is evaluated with new arguments, the programmer defines the function \( f \) as:

\[
(\text{DEFINE}(\text{QUOTE}(
  (\text{F(LAMBDA}(X \ Y))
   (\text{PLUS}(\text{EXPT} X 2) Y)))
))
\]

and evaluates \((\text{F 2 3})\) as before.

\*DEFINE\* is a function of one argument, a \*list\* of functions to be "defined." The effect of \*DEFINE\* is to place on the property list of the atomic function name the indicator EXPR and the lambda expression as the value. In the previous example, DEFINE would place the indicator EXPR and the value \((\text{LAMBDA}(X \ Y)(\text{PLUS} (\text{EXPT} X 2) Y))\) on the property list of \(F\).

Now when the programmer executes \((\text{F 2 3})\), the interpreter locates the lambda expression on the property list of \(F\), \((\text{GET} (\text{QUOTE} F) (\text{QUOTE} \text{EXPR}))\), binds \(X\) to 2 and \(Y\) to 3, attaches both of these pairings on the front of the association list and evaluates the form, producing the value 7.

\*DEFLIST\* is similar to \*DEFINE\*, except that it is more general than \*DEFINE\*. \*DEFLIST\* is a function of two arguments,
(DEFLIST(QUOTE(f_1 f_2 \ldots f_n))(QUOTE indicator)) a list of functions to be defined and an indicator to be associated with their definitions on their respective property lists. The uses of DEFLIST will be clarified in the discussion of special forms.

DEFINING a function allows the storing of a function definition, so that the same function definition may be applied to different arguments without having to redefine the function definition each time it is applied to new arguments.

Earlier we composed and evaluated lambda expressions such as 

\[(\text{LAMBDA}(X \ Y)(\text{PLUS}(\text{EXPT} \ X \ 2)\ Y)) \ 2 \ 3 \] . These were temporary lambda expressions. By naming them, we could make them permanent functions with DEFINE. Recursive expressions point up an inadequacy in lambda notation that requires us to define as permanent, recursive functions that we wish to use as temporary functions. This difficulty results from the inability to call functions recursively since the lambda expression is not named. To resolve this difficulty and allow composition and evaluation of temporary recursive functions LISP provides the LABEL function. To write temporary functions that can call themselves recursively, we write

\[(\text{LABEL name lambda-expression}) . \]

<table>
<thead>
<tr>
<th>Example:</th>
<th>((\text{NULL SET})\text{NIL})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>((\text{EQ X (CAR SET)}) \text{T})</td>
</tr>
<tr>
<td></td>
<td>(\text{T(MEMBER X (CDR SET))} ) )</td>
</tr>
</tbody>
</table>

Label notation creates temporary expressions that may be evaluated in a recursive manner. The labeled lambda expression binds the function name to the lambda expression and attaches the pair to the association list. Labeled lambda expressions may be written
recursively, so that each time the function is referenced internally, its most recent function definition is retrieved from the association list and applied to its argument.

Functions with Functional Arguments

Mathematically, it is possible to have functions as arguments of other functions. In LISP functional arguments are extremely useful and lend themselves to the generality of LISP as a programming language.

When arguments are transmitted to a function, they are evaluated, except when they are transmitted to a function defined as a special form; it controls how its arguments are evaluated. When functions are used as arguments, they should be transmitted unevaluated. The special form FUNCTION is used for this purpose in LISP. FUNCTION acts like QUOTE, and in fact FUNCTION and QUOTE may be used interchangeably, provided there are no free variables present. FUNCTION is used with functional arguments to indicate to the LISP interpreter that a function is being passed as an argument to another function and that its evaluation is to be suppressed. FUNCTION is a special form that takes one argument, a function or lambda expression. It has the form

(FUNCTION fexp)

where fexp is either the name of a previously defined or labeled function, a LISP SUBR or a lambda expression.

An example of the application of functional arguments is the LISP function MAPLIST. MAPLIST is a function of two arguments: an argument list and a function to be applied to the list,
MAPLIST \( (\text{MAPLIST} \ \text{LIST} \ \text{FN}) \)

MAPLIST returns as its value a list of the values of the repeated evaluation of \( \text{FN} \) applied to \( \text{LIST} \). The value of MAPLIST may be expressed as

\[
(\text{LIST}(\text{FN} \ \text{LIST})(\text{FN}(\text{CDR} \ \text{LIST}))) \ldots (\text{FN}(\text{CDR} \ldots \text{CDR} \ \text{LIST}))
\]

The definition of MAPLIST is

\[
(\text{MAPLIST}(\lambda \text{LIST} \ \text{FN})
\begin{align*}
&\text{(COND} \\
&\text{((NULL \ \text{LIST})NIL)} \\
&\text{(T(CONS(\text{FN} \ \text{LIST})(\text{MAPLIST}(\text{CDR} \ \text{LIST})\text{FN}))} \\
&\text{))})
\)
\]

Examples:

\[
(\text{SQUARE}(\lambda \text{L} \\
\text{(TIMES}(\text{CAR} \ \text{L})(\text{CAR} \ \text{L})))
\begin{align*}
&((\lambda \text{X})(\text{MAPLIST} \ \text{X} \ (\text{FUNCTION} \ \text{SQUARE})))((\text{QUOTE} \ (1 \ 2 \ 3 \ 4 \ 5))) \\
&\quad = (1 \ 4 \ 9 \ 16 \ 25)
\end{align*}
\]

\[
((\lambda \text{X})(\text{MAPLIST} \ \text{X} \ (\text{FUNCTION} \ \text{CDR})))((\text{QUOTE} \ (\text{THIS IS A LIST})))
\begin{align*}
&\quad = ((\text{IS A LIST})(\text{A LIST})(\text{LIST}()))
\end{align*}
\]

The LISP function FUNCTION allows the programmer to pass, unevaluated, functional arguments to functions. More important and not as apparent, is the relationship between the use of FUNCTION and the state of the environment. The LISP function QUOTE may be used if the net result is to suppress the evaluation of a functional argument. But there arise difficulties relating to the binding of free variables and the use of functional arguments that are not adequately handled by QUOTE. This relationship will be discussed in further detail in the section on the evaluation procedures of the LISP interpreter.
Special Forms

A form is an expression which can be evaluated when some correspondence has been established between the variables contained in it and a set of actual arguments. For instance, (CAR X) is a form.

The procedure for evaluating a form involves evaluating the argument X (i.e., obtaining a value for X from the environment) and then applying the LISP function CAR to the binding of X.

These procedures are followed without regard to the particular variable or function being operated upon. If all LISP forms were evaluated in this manner the capabilities of LISP as a symbolic data processing language would be severely limited. There arises the need for the construction of forms that allow the programmer to:

1. Write forms with an indefinite number of arguments, and/or
2. Write forms for which their arguments are passed unevaluated.

Forms of this nature are called "special forms." Functions can either be built into the LISP system or defined by the programmer. Functions that are DEFINED by the user are called EXPR's (refer to the discussion of property lists) and are characterized as having a fixed number of arguments and the arguments are evaluated prior to calling the function. Functions that are built into the LISP system, such as CAR, CDR, CONS, EQ, and ATOM, are called SUBR's and are likewise characterized by a fixed number of arguments and argument evaluation prior to calling the function. Special forms may either be built into the system or user defined. Each special form is written as a list whose first member is a function name.
and whose remaining members are expressions,

\[(\text{func-name } e_1 e_2 \ldots e_n)\]

Special forms that are built into the LISP system are called FSUBR's and user-defined special forms are called FEXPR's.

Special forms, FEXPR's and FSUBR's, are set apart from SUBR's and EXPR's by the manner in which their arguments are handled. Some special forms will utilize both additional capabilities for argument interpretation while others will utilize either one or the other.

LISP programmers, who have used the language to any extent, will recognize that some of the more frequently used functions are implemented as special forms. Some of these special forms (FSUBR's) are:

\[
\begin{align*}
(\text{QUOTE } exp) \\
(\text{LIST } e_1 e_2 \ldots e_n) \\
(\text{COND } (p_1 e_1) \ldots (p_n e_n))
\end{align*}
\]

QUOTE is a special form that receives its single argument unevaluated. The argument may be any S-expression. QUOTE returns the unevaluated S-expression as its value.

LIST is a special form which takes an indefinite number of arguments. The arguments of LIST are not evaluated prior to passing them to the function. The value of LIST is a list of the evaluated arguments.

\[
(\text{LIST } e_1 e_2 \ldots e_n) = (v_1 v_2 \ldots v_n)
\]

where \(v_1\) represents the value of \(e_1\).

COND takes an indefinite number of arguments, which are predicate-expression pairs. It accepts these arguments unevaluated;
as a special form it evaluates the predicate of each predicate-expression pair until the first predicate that is non-NIL is found and then the corresponding expression is evaluated and returned as the value of COND.

COND is an ideal example of why special forms are needed in LISP. If the arguments of COND were evaluated before executing COND, the interpreter would be performing a lot of unneeded evaluation, in the sense that there is no need to evaluate \( P_{i+1}, \ldots, P_n \) if \( P_i \) evaluates as non-NIL. By allowing COND to control the evaluation of its arguments it will call upon the interpreter to perform a minimum of form evaluation.

When a form is encountered the interpreter looks on the property list of the function name for one of the four indicators, SUBR, FSUBR, EXPR, or FEXPR. SUBR and EXPR indicate that the form is a function applied to a fixed-number of evaluated arguments, while FSUBR and FEXPR indicate that it is a special form, written in machine language or LISP respectively, for which the argument list is indefinite in length and that the arguments are passed unevaluated. A user-defined special form (FEXPR) must be placed on the property list of its atomic name with the indicator FEXPR, and hence DEFINE cannot be used. Recall the function DEFLIST is available for placing expressions onto the property list with arbitrary indicators.

**EVALQUOTE$:**

An interpreter or universal function is one that can compute the value of any function applied to its arguments when given a
description of that function.

An interpreter executes a source-language program by examining the source language and performing the specified algorithm. This is in contrast to a translator or compiler which translates a source-language into machine language for subsequent execution. [1]

The LISP interpreter is a function named EVALQUOTE$. It is applied to two S-expressions from an input medium,

\[
\text{EVALQUOTE$}(\text{FN ARGS}) \equiv \text{(EVALQUOTE$)(LAMBDA(FN ARGS) (COND ((OR(GET FN(QUOTE FEXPR))(GET FN(QUOTE FSUBR))) (EVAL$(CONS FN ARGS) NIL)) (T(APPLY$ FN ARGS NIL)) ) )}
\]

When EVALQUOTE$ is given a function and a list of arguments for that function it computes the value of the function applied to its arguments.

The evaluation procedure for LISP consists of two main functions: the application of a function to its arguments (APPLY$) and the evaluation of a form (EVAL$). APPLY$'s task is to sort out the meaning of the function, find its bound variables, pair them with the function arguments and then hand over the form to EVAL$. When EVAL$ has passed a function, it evaluates the arguments and then calls APPLY$ to bind the variables and to update the environment.

The execution of EVALQUOTE$(FN ARGSS$ involves deciding whether or not the function FN is a special form. The question is resolved by examining the property list of FN for the indicator FEXPR or FSUBR. If FN is not a special form then EVALQUOTE$ calls APPLY$ with the function, the argument list, and the asso-
association list, which is initially NIL. If the function FN is a special form, then EVALQUOTE$ calls EVAL$, a function of two arguments, a form, and the association list. The arguments of EVAL$ are formed by CONSing FN and ARG$ to produce a form and an initially empty association list.

The decision to call EVAL$ or APPLY$ is determined by whether the function is a special form. Recall that an indefinite number of arguments and delayed argument evaluation characterize special forms. Since one of the functions of APPLY$ is to decode variable bindings, it should be clear as to why EVAL$ is called when EVALQUOTE$ encounters a special form.

APPLY$ is a function of three arguments: a function FN, and a list of arguments ARG$ and the association list, ALIST.

APPLY$ first determines if FN is NIL, and if so APPLY$ will simply return NIL. If FN is non-NIL and FN is an atomic symbol APPLY$ will determine if the function is a user-defined function (i.e., it has the indicator EXPR on its property list) and if so, the value associated with the indicator EXPR is APPLY$'d to ARG$ and ALIST (i.e., APPLY$ is called recursively with the definition of FN). If FN is not an EXPR, APPLY$ will determine if FN has been defined as a SUBR. If the function is a SUBR, APPLY$ will be called recursively, but the function to be applied to ARG$ will be evaluated,

\[(APPLY$(EVAL$ FN ALIST)ARG$ ALIST)\]

If FN is neither an EXPR nor a SUBR then the definition of FN will be determined by examining the association list. If a definition for FN is located on the association list, then this defini-
tion is applied to ARGS:

(APPLY$(CDR(SASSOC$ FN ALIST (QUOTE(LAMBDA() (ERROR(QUOTE A2)))))) ARGS ALIST)

If a definition cannot be located for the atomic symbol FN (i.e., the function definition is not bound in either the permanent environment or the temporary environment) then error A2 is returned, signifying an undefined function.

If it was previously determined that FN was non-atomic then APPLY$ checks if (CAR FN) is the literal atom LABEL. Recall that the use of LABEL notation allows the programmer to define temporary recursively callable functions. The function definition is temporary in that it is not stored in the permanent environment (i.e., on the property list of the atomic function name) but rather the function name is bound to its definition and placed on the association list.

When APPLY$ encounters a labeled function,

(EQ(CAR FN)(QUOTE LABEL))

it applies the function definition to ARGS and updates the ALIST:

(APPLY$(CAR(CDR(CDR FN))) ARGS
(CONS(CONS(CAR(CDR FN))(CAR(CDR(CDR FN)))) ALIST))
(APPLY$ (LAMBDA (FN ARGS ALIST))
  (COND
   ((NULL$ FN) NIL)
   ((ATOM FN)
     (COND
      ((GET FN (QUOTE Expr)) (APPLY$ (GET FN (QUOTE Expr)) ARGS ALIST))
      ((GET FN (QUOTE SUBR))
        (COND
         ((EQ FN (QUOTE DEFINE)) (DEFINE$ ARGs))
         ((EQ FN (QUOTE CAR)) (CAR (CAR ARGs)))
         ((EQ FN (QUOTE CDR)) (CDR (CAR ARGs)))
         ((EQ FN (QUOTE CONS)) (CONS (CAR ARGs) (CAR (CDR ARGs))))
         ((EQ FN (QUOTE ATOM)) (ATOM (CAR ARGs)))
         ((EQ FN (QUOTE EQ)) (EQ (CAR ARGs) (CAR (CDR ARGs))))
         (T (APPLY$ (EVAL$ FN ALIST) ARGs ALIST)))
      )
      (T (APPLY$ (CDR (SASSOC$ FN ALIST) (QUOTE (LAMBDA () (ERROR (QUOTE A2))))) ARGs ALIST))
      )))
  )
  )))

(CAR FN) if (CAR FN) is not equal to LABEL then APPLY$ checks if (CAR FN) is equal to the literal atom FUNARG, (EQ (CAR FN) (QUOTE FUNARG)).

An S-expression that has the literal atom FUNARG as its first element is a list that is created when EVAL$ encounters FUNCTION. As stated before FUNCTION is used to pass functional arguments to functions. In order to preserve the environment in which the functional argument was declared, FUNCTION saves the state of the association list at the point at which FUNCTION was encountered by creating the S-expression:

  (FUNARG function ALIST) .

When APPLY$ has identified this construct, it will apply the function to ARGS within the environment ALIST:

  (APPLY$ (CAR (CDR FN)) ARGS (CAR (CDR (CDR FN)))) .
If APPLY$ does not identify either a labeled function or a FUNARG notation, it will try:

\[(\text{EQ}((\text{CAR} \text{ FN})(\text{QUOTE LAMBDA})) ?)\]

If APPLY$ encounters a lambda-expression, recalling that a lambda-expression consists of (LAMBDA arg-list form), APPLY$ will evaluate the form, but not before the environment is updated by binding ARGS to arg-list and adding these new bound pairs to the association list!

\[(\text{EVAL$}(\text{CAR}(\text{CDR}(\text{CDR FN})))\]
\[(\text{NCONC$}(\text{PAIR$}(\text{CAR}(\text{CDR FN}))\text{ARGS ALIST})))\]

Notice that \((\text{CAR}(\text{CDR}(\text{CDR FN})))\) evaluates to a form and that \((\text{CAR}(\text{CDR FN}))\) evaluates to the arg-list.

If APPLY$ cannot recognize any of the possibilities examined so far, then FN is evaluated within the current environment and again applied to ARGS:

\[(\text{APPLY$}(\text{EVAL$ FN ALIST}) \text{ARGS ALIST})\]

EVAL$

EVAL$ evaluates forms using information within the current environment. EVAL$ is a function of two arguments: a form and the association list, FORM and ALIST respectively.

If FORM is NIL then EVAL$ simply returns NIL as its value. If FORM is not NIL then EVAL$ checks if FORM is a numeric atom and if so returns the numeric atom as its value. In other words, LISP numbers evaluate to themselves. If FORM is neither NIL nor a number, EVAL$ determines if the form is an atomic symbol. If this test is true then EVAL$ will first check the permanent environment (i.e., the property list of FORM for the indicator APVAL).
Thus, if (GET FORM (QUOTE APVAL)) is non-NIL, then the CAR of the value is returned as the value of EVAL$.

If FORM has no binding in the permanent environment then the temporary environment, ALIST, is searched. The search of the association list proceeds in a left-to-right manner, returning the value associated with the first occurrence of FORM.

If a binding for FORM cannot be located in either permanent environment or temporary environment then the error A8 is returned, signifying an unbound variable.

If the form to be evaluated is non-atomic then EVAL$ tests if (EQ (CAR FORM) (QUOTE QUOTE)) and if true will simply return (CAR (CDR FORM)). This is in keeping with what has been stated about the LISP special form QUOTE: it simply returns its argument unevaluated.
(LETVALS (LAMBDA (FORM ALIST))
  (COND
   ((NULLP FORM) NIL)
   ((NUMBERP FORM) FORM)
   ((ATOM FORM)
    (COND
     ((GETFORMQUOTE APVAL) (CAR (GETFORMQUOTE APVAL)))
     ((CORSASSOC FORM ALIST) (QUOTE (LAMBDA (ERROR QUOTE A)))))
   ((EQ (CAR FORM) QUOTE) (CAR (CDR FORM)))
   ((EQ (CAR FORM) QUOTE FUNCTION) (LIST (QUOTE FUNARG) (CAR (CDR FORM))) ALIST))
   ((EQ (CAR FORM) QUOTE CONS) (EVCONS (CAR FORM) ALIST))
   ((EQ (CAR FORM) QUOTE PROG) (PROGS (CDR FORM) ALIST))
   ((ATOM (CAR FORM))
    (COND
     ((GET (CAR FORM) (QUOTE EXPR)) (APPLY (GET (CAR FORM) (QUOTE EXPR)) (EVLIS$ (CDR FORM) ALIST) ALIST))
     ((GET (CAR FORM) (QUOTE FEXPR)) (APPLY (GET (CAR FORM) (QUOTE FEXPR)) (IFLIST (CDR FORM) ALIST) ALIST))
     ((GET (CAR FORM) (QUOTE SUBR))
      (COND
       ((EQ (CAR FORM) (QUOTE CARI)) (CAR (CAR EVLIS$ (CDR FORM) ALIST)))
       ((EQ (CAR FORM) (QUOTE CDR)) (CDR (CAR EVLIS$ (CDR FORM) ALIST)))
       ((EQ (CAR FORM) (QUOTE CONS)) (CONS (CAR EVLIS$ (CDR FORM) ALIST))
        (CAR (CDR FORM) ALIST))
       ((EQ (CAR FORM) (QUOTE ERROR)) (ERROR (CAR EVLIS$ (CDR FORM) ALIST))
        (CAR (CDR FORM) ALIST)))
       ((EQ (CAR FORM) (QUOTE NUMBERP)) (NUMBERP (CAR EVLIS$ (CDR FORM) ALIST)))
       ((EQ (CAR FORM) (QUOTE GET)) (GET (CAR EVLIS$ (CDR FORM) ALIST))
        (CAR (CDR FORM) ALIST)))
       ((EQ (CAR FORM) (QUOTE NCONC)) (NCONC (CAR EVLIS$ (CDR FORM) ALIST))
        (CAR (CDR FORM) ALIST))
       ((EQ (CAR FORM) (QUOTE MAPLIST)) (MAPLIST (CAR EVLIS$ (CDR FORM) ALIST))
        (CAR (CDR FORM) ALIST)))
       ((EQ (CAR FORM) (QUOTE EQUALP)) (EQUALP (CAR EVLIS$ (CDR FORM) ALIST))
        (CAR (CDR FORM) ALIST)))
       ((EQ (CAR FORM) (QUOTE RETURN)) (RETURN FORM))
       ((EQ (CAR FORM) (QUOTE NULL)) (NULL (CAR EVLIS$ (CDR FORM) ALIST)))))
   (COND
    ((EQ (CAR FORM) (QUOTE LIST)) (EVLIS$ (CDR FORM) ALIST))
    ((EQ (CAR FORM) (QUOTE SETO)) (FORM)
     (EQ (CAR FORM) (QUOTE G)) (FORM))
    ((EQ (CAR FORM) (QUOTE OR)) (FORM)
     (EQ (CAR FORM) (QUOTE ORS)) (CDR FORM))))
  (LETVALS (CONS CORSASSOC (CAR FORM) ALIST) (QUOTE (LAMBDA (ERROR QUOTE A)))
    (APPLY (CAR EVLIS$ (CDR FORM) ALIST)))))
If EVAL$ does not identify the special form QUOTE, it checks for the special form FUNCTION, (EQ(CAR FORM)(QUOTE FUNCTION))? The usefulness of FUNCTION allows the LISP programmer to pass functions as arguments to other functions unevaluated. It would appear that the use of QUOTE would achieve the same result, i.e., suppressing the evaluation of the argument. The problem with using QUOTE instead of FUNCTION arises when there are free variables present. Recall that the evaluation of a function is dependent on its arguments plus the environment which gives meaning to any variables used by it or any functions that it may call. An important point which must be realized about functional arguments (abbreviated FUNARG's) is that two different environments are involved. The first environment is the one which is in effect when the functional argument is bound as an argument. We will call this one the binding environment. The second environment is the one in effect when the functional argument is activated as a function call. We will call this the activation environment (as in [5]).

Since the binding environment and the activation environment will, in general, differ from each other, it is a nontrivial matter to decide which environment to use in order to evaluate a functional argument. Consider the following example:
(DEFINE (QUOTE (F(LAMBDA(X) (COND ((ZEROP A) X) (T(MINUS X))))))

(G(LAMBDA(X FUN) (PROG() (SETQ A 0) (RETURN(FUN X))))))  Activation Environment

(MAIN(LAMBDA(A X FUN) (G X FUN)))))  Binding Environment

Note that the binding environment has A = 1 and that the activation environment has A = 0. If we use the binding environment to evaluate (F X) then its value will be -3. If we use the activation environment to evaluate (F X) its value will be 3. Thus the importance of determining which environment to use should be clear.

From an implementational viewpoint it would be desirable to use the activation environment. But from a programmer's point of view, it will be appropriate to utilize the binding environment.

Consider now what it would require of the LISP system to restore the binding environment for functional arguments. It would require knowing where in the association list the binding environment exists through some pointer to it. Supplying such a mechanism is the function of FUNCTION in LISP. That is, when one transmits a functional argument F, which is to be evaluated in its binding environment, one uses (FUNCTION F) instead of (QUOTE F).

FUNCTION will prevent its argument F from being evaluated, just as QUOTE would. The result of FUNCTION will be an S-expression
which not only contains a reference to F but also a reference to the state of the association list at the point at which free variables were bound. Thus at the time APPLY$ is to apply the function to its arguments, it will be able to use the binding environment. When EVAL$ encounters FUNCTION, (EQ(CAR FORM)(QUOTE FUNCTION)) where FORM = (FUNCTION F) it returns as its value a list:

\[(\text{LIST}(\text{QUOTE FUNARG})(\text{CAR}(\text{CDR FORM}))\text{ALIST}) = (\text{FUNARG F ALIST})\] .

At this point let us re-examine the steps taken by APPLY$ when it encounters FUNARG. When APPLY$ checks, (EQ(CAR FN)(QUOTE FUNARG)), where FN = (FUNARG F ALIST), it will apply the function F to ARGS, within the binding environment:

\[
((\text{EQ(CAR FN)(QUOTE FUNARG)})
\text{APPLY$}(\text{CAR}(\text{CDR FN}))\text{ARGS (CAR}(\text{CDR(CDR FN)})\text{)))
\]

therefore achieving the desired result.

If (CAR FORM) is not FUNCTION then EVAL$ checks, (EQ(CAR FORM)(QUOTE COND))? If EVAL$ encounters a form structured as

\[
(\text{COND (p}_1 \text{ e}_1)(\text{p}_2 \text{ e}_2) \ldots (\text{p}_n \text{ e}_n ))
\]

where \( p_i \), \( i=1 \), \( n \) are predicates and \( e_i \), \( i=1 \), \( n \) are expressions, then EVAL$ calls upon another of the interpreter functions, EVCON$ (Evaluate Conditional). The value of EVCON$, as a result of evaluating the conditional expression, will be the value returned by EVAL$.

If the test for COND fails then EVAL$ will determine if the form is a PROG definition, (EQ(CAR FORM)(QUOTE PROG)). If the result of this predicate is non-NIL then EVAL$ calls upon another interpreter function PROG$.
Now that EVAL$ has determined that (CAR FORM) is not QUOTE, FUNCTION, COND or PROG, it will check to see if (CAR FORM) is an atomic symbol, (ATOM(CAR FORM))? If it is an atomic symbol there are four cases to consider. First EVAL$ checks to see if the atomic symbol has the indicator EXPR on its property list. For example, if we had DEFINE'd a function TEST which takes two arguments, then EVAL$ would evaluate the form, (TEST(CAR X)(CONS X Y)), where (CAR X) provides the first argument and (CONS X Y) the second argument. The predicate (ATOM(CAR FORM)) will return non-NIL, therefore EVAL$ tests (GET(CAR FORM)(QUOTE EXPR)). Since DEFINE was used to define the function TEST this predicate will likewise return true, and the lambda-expression of TEST will be applied to its arguments:

\[
\text{(APPLY$\text{\texttt{(GET(CAR FORM)(QUOTE EXPR))}})}
\text{(EVLIS$\text{\texttt{(CDR FORM)ALIST)}})\text{ ALIST }}\n\]

where

\[
\text{(GET(CAR FORM)(QUOTE EXPR)) = lambda-expression}
\text{(EVLIS$\text{\texttt{(CDR FORM)ALIST)}} = list of evaluated arguments}
\text{ALIST = association list}
\]

Recall that functions defined as EXPR's expect their arguments evaluated, and this is the purpose of EVLIS$. EVLIS$ is similar to EVAL$, but unlike EVAL$ which evaluates a single form, EVLIS$ will evaluate a list of forms. With this in mind we can see in the example that,

\[
\text{(EVLIS$\text{\texttt{(CDR FORM) ALIST)}} =}
\text{(EVLIS$\text{\texttt{"(CAR X)(CONS X Y)}})\text{ ALIST }}\n\]

EVLIS$ will evaluate the list of forms, ((CAR X)(CONS X Y)) within the current state of the environment and return a list representing the values of these forms. If the current state of the association list is represented by
( (X.(A B C))(Y.(D E)) )
then the value returned by EVLIS$ would be the list,
( A ((A B C) D E) ) ,
which are the arguments to which the lambda-expression associated
with TEST is applied.

If the atomic symbol (CAR FORM) has no value associated with
the indicator EXPR, then EVAL$ will determine if the atomic symbol
has been defined as a special form (i.e., the indicator FEXPR has
a non-NIL value associated with it). If it does, then EVAL$ will
do essentially the same thing as it did when it encountered an
EXPR, but it will apply the function definition to the unevaluated
arguments. In the case of an EXPR, EVAL$ called upon EVLIS$ to
evaluate the list of arguments before applying the function to its
arguments. With the case of a FEXPR, EVAL$ will perform the fol-
lowing:

(APPLY GET(CAR FORM)(QUOTE FEXPR))(LIST(CDR FORM)ALIST)ALIST) .
Notice that (CDR FORM), which represents the list of arguments,
is passed to APPLY$ unevaluated.

If in the last example the function TEST had been defined as
a FEXPR and EVAL$ encountered the form (TEST(CAR X)(CONS X Y))
then the list ( ((CAR X)(CONS X Y)) ) provides the list of argu-
ments (for FEXPR's always two) to which the definition of TEST is applied.

If the atomic symbol (CAR FORM) has neither the indicators
EXPR or FEXPR on its property list then EVAL$ looks to see if it
is a SUBR, and if so it will determine which of a predefined set
of SUBR's it is. Once EVAL$ has identified the correct SUBR it
performs the required algorithm and returns the result of the algo-
rithm as its value.
If EVAL$ has not been able to locate any of the four indicators, EXPR, FEXPR, SUBR, or FSUBR, on the property list of the atomic symbol, then it will try to locate a binding for the atomic symbol on the association list and re-evaluate the new form, created by CONS'ing the binding of (CAR FORM) onto (CDR FORM):

(EVAL$(CONS(CDR(SASSOC$(CAR FORM) ALIST (QUOTE (LAMBDA() (ERROR(QUOTE A9))))) (CDR FORM)) ALIST) .

If a binding for (CAR FORM) cannot be found on the association list, then error A9 is returned, signifying an undefined function.

If in the previous example we had defined TEST with the LISP LABEL notation, then we know that the functional definition of TEST is not stored in the permanent environment, but rather the definition of TEST is bound to the atomic symbol TEST and placed on the association list. When EVAL$ encounters the form (TEST(CAR X)(CONS X Y)) it will search the association list for the atomic symbol TEST, then CONS its binding onto (CDR FORM) to produce a form to be evaluated.

(EVAL$(CONS(CDR(SASSOC$(CAR FORM) ALIST(QUOTE(LAMBDA() (ERROR(QUOTE A9))))(CDR FORM)) ALIST )

= (EVAL$(CONS(function-definition of TEST) ((CAR X)(CONS X Y)) ALIST )

= (EVAL$(function-definition of TEST(CAR X)(CONS X Y))ALIST)

Notice that because EVAL$ examines the property list of an atomic function name for EXPR or FEXPR before it checks for a SUBR or FSUBR the LISP programmer may redefine LISP primitives. For example, the programmer may define the function NULL, which is a SUBR, and have his definition override the host system definition.
Also, notice that the order in which forms are evaluated is consistent with earlier statements, in that the permanent environment is examined for a variable binding before the temporary environment.

When EVAL$ tests (ATOM(CAR FORM)), and the predicate returns NIL, then (CAR FORM) will be applied to the evaluated list, (CDR FORM):

\[(APPLY$(CAR FORM)(EVLIS$(CDR FORM)ALIST)ALIST)\]

This concludes the discussion of the three primary interpreter functions: EVALQUOTE$, APPLY$, and EVAL$. The remaining discussion in this section is concerned with an elaboration of the interpreter's secondary functions: EVCON$, EVLIS$, SASSOC$, PAIR$, and PROG$.

**EVCON$**

EVCON$ is a LISP function of two arguments, a list of predicate-expression pairs and the association list. EVCON$ evaluates conditional expressions.

When EVAL$ encounters the form,

\[(COND(p_1 e_1)(p_2 e_2) \ldots (p_n e_n))\]

it calls EVCON$ with the CDR of the form and the ALIST. Earlier it was stated that COND is a special form, whose function it is to evaluate each of the predicates, \(p_1\), until one of them returns a non-NIL value and then returns the value resulting from the evaluation of the corresponding \(e_1\).

EVCON$ is a function of two arguments, CONDITION and ALIST. EVCON$ first checks if CONDITION is NIL (i.e., if all of the predicate-expression pairs have been exhausted), and if so, returns
error A3, signifying the value of COND is undefined. If CONDITION is non-NIL, then EVCON$ will evaluate the first predicate by calling EVAL$, with the predicate as the form to be evaluated and the current association list:

\[ \text{EVAL}$(\text{CAR(CAR CONDITION)}) \text{ ALIST}) \]

If the evaluation of the predicate returns a non-NIL value, then EVCON$ evaluates and returns as its value the corresponding expression:

\[ \text{EVAL}$(\text{CAR(CDR(CAR CONDITION))) ALIST}) \]

If the evaluation of the predicate returns NIL then EVCON$ proceeds by recursing with (CDR CONDITION) and ALIST, therefore eliminating the predicate-expression pair that was just examined. Example:

\[ \text{EVCON}$(\text{LAMBDA(CONDITION ALIST)})
\begin{align*}
\text{(COND} \\
\text{((NULL$ CONDITION)(ERROR(QUOTE A3)))} \\
\text{((EVAL$(\text{CAR(CAR CONDITION))ALIST})(EVAL$(\text{CAR(CDR(CAR CONDITION))))})} \\
\text{(T(EVCON$(CDR CONDITION) ALIST))} \end{align*} \]

**EVLIS$**

In the discussion of EVAL$, it was stated that EVAL$ evaluates a form and that EVLIS$ evaluates a list of forms, returning as its value a list of the values of the evaluated forms.

A logical way to view the execution of EVLIS$ is that it makes repeated calls to EVAL$, each time using a different member of the list of forms and returns a list of the values.

This is in fact the manner in which EVLIS$ is implemented. We may express the execution of EVLIS$ as:
(EVLIS$ (form₁ form₂ ... formₙ) ALIST) =
\( (EVAL$ form₁ ALIST)(EVAL$ form₂ ALIST)...(EVAL$ formₙ ALIST) \)

In order to perform this mapping, EVLIS$ makes use of the LISP function MAPLIST$. MAPLIST$ is a function of two arguments, a list \( l \), and a function \( f \), to be applied to the list. MAPLIST$ is a mapping of the list \( l \) onto the new list \( (f \ l) \).

To evaluate a list of forms, EVLIS$ is written as

\[
(EVLIS$(LAMBDA(ELIST ALIST)
(MAPLIST$ ELIST (QUOTE(LAMBDA(ARG)(EVAL$(CAR ARG) ALIST)))))
\]

Example:

\[
(EVLIS$ ((CAR X)(CONS X Y)) ( (X.(A B))(Y.(C D)) ) ) =
(A ((A B) C D))
\]

SASSOC$

The LISP function SASSOC$ provides the interpreter with the means of evaluating variable bindings within the temporary environment.

SASSOC$ is a function of three arguments: an atomic symbol to be evaluated, \( FX \), the association list, \( ALIST \), and an error function, \( ERRFUN \), to be executed if the atomic symbol does not have a binding on the association list.

Variable bindings are stored on the association list as variable-value pairs. SASSOC$ first checks if the association list is empty, and if so, it executes ERRFUN, a function of zero arguments.

If the association list is not empty then SASSOC$ checks if the variable of the first variable-value pair is equal to the atomic symbol that is being evaluated:

\[
(EQ(CAR(CAR ALIST)) FX) \]
If the predicate returns non-NIL then SASSOC$ returns as its value the variable-value pair (CAR ALIST). If the test for EQuality returns NIL, then SASSOC$ recurses with the CDR of ALIST in order to consider the remaining variable-value pairs. Example:

(SASSOC$ X ( (Y.(A B))(X.(D T))) (LAMBDA() (ERROR(QUOTE A8))) ) = (X D T)

(SASSOC$(LAMBDA(FX ALIST ERRFUN)
(COND
  ((NULL$ ALIST)(ERRFUN))
  ((EQ(CAR(CAR ALIST)) FX)(CAR ALIST))
  (T(SASSOC$ FX (CDR ALIST) ERRFUN))) )

PAIR$

PAIR$ is the LISP function that is called upon to create variable-value pairs.

PAIR$ takes as its arguments two lists. The first list is a list of variables and the second is a list of corresponding values.

PAIR$ CONS's each variable of the first list onto the corresponding value within the second list, returning as its value a list composed of variable-value pairs. If the variable list is longer than the value list then error F3 is returned, and if the value list is longer than the variable list then error F2 is returned.

Example:

(PAIR$ (X Y Z) (A B C) ) = ( (Z . C) (Y . B) (X . A) )
(PAIR$ (X Y) ((A B C) D) ) = ( (Y . D) (X . (A B C)) )
(PAIR$ (LAMBDA (ARG1 ARG2)
  (PROG (A1 A2 PLIST)
    (SETQ A1 ARG1)
    (SETQ A2 ARG2)
    AA
    (COND
      ((NULL$ A1) (COND
        ((NULL$ A2) (RETURN PLIST))
        (T (ERROR (QUOTE F2)))
      )
      ((NULL$ A2) (ERROR (QUOTE F3)))
    )
    (SETQ PLIST (CONS (CONS (CAR A1) (CAR A2)) PLIST))
    (SETQ A1 (CDR A1))
    (SETQ A2 (CDR A2))
    (GO AA)
  )
))

PROG$

PROG$ is a function of two arguments. It is called when EVAL$ encounters the form

(PROG (prog-var-list) exp_1 exp_2 \ldots exp_n)

PROG$ is called with the CDR of the form and the association list, PBODY and ALIST respectively.

PROG$ is written as a program expression with the PROG variables B, A, GLIST, BCAR, and TEMP. Upon entering PROG$, B is bound to PBODY, A is bound to an updated association list in which each of the PROG variables is initially bound to NIL and GLIST is bound to the value returned by (GOLIST$(CDR B))

GOLIST$ takes as its argument the list of expressions (exp_i's) that constitute the program definition. It searches the list for atomic symbols, which are understood to be PROG labels, and binds each label to the CDR of the list at the point it was encountered. The value returned by GOLIST$ is a list of pairs in which each PROG label is bound to a portion of the PROG definition.

At the label L1, B is bound to (CDR B), eliminating the prog-var-list.
At L2, BCAR is bound to the CAR of B, the next S-expression (of the PROG-body) to be evaluated.

Beginning at L3, if BCAR is an atomic symbol, it is interpreted as a PROG label, and is bypassed by executing (GO L1).

If BCAR is of the form (SETQ var exp) the name of the variable is located on the association list and its value is replaced with the evaluation of exp.

If (CAR BCAR) is the atomic symbol GO, indicating BCAR is the form (GO label), then B is bound to the value returned by calling SASSOC$ with label and GLIST. B is bound to that portion of the PROG-body resulting from a PROG transfer. If a transfer is made to a nonexistent label, then label A6 is returned.

When the form (RETURN exp) is encountered the host LISP function is called with the value of exp.

If BCAR has not been recognized as one of the forms considered, then it is evaluated within the current environment, (EVAL$ BCAR A).

If the value of BCAR is not a form using GO, SETQ, or RETURN, then its value is ignored and a transfer is made to L1, eliminating the form from further consideration.

Miscellaneous Help Functions

(NCONC$ ARG1 ARG2) concatenates its arguments without copying the first one. It changes existing list structure.

(EQUAL$ ARG1 ARG2) this is a predicate that is true if its arguments are identical S-expressions, and is false if they are different.
(DEFINE ARGLIST)  
this function takes as its argument  
a list of functions to be defined.  
It places on the property list of  
each atomic function name the indicator EXPR and the function definition  
as the value.

(REPLACE$ SUB OBJ ALIST)  
locates SUB on the association list  
and replaces its current binding  
with OBJ.

(NLIST$ NUM)  
creates a list of NUM elements where  
each element is the atom NIL.

(OR$ ORL ALIST)  
evaluates each expression in the  
list of expression ORL from left to  
right, until one is found that is  
true, or until the end of the list  
is reached. The value of OR$ is  
true or false respectively.

(NULL$ ARG)  
determines if its evaluated argument  
is the atom NIL. If so, then it  
returns true else false.

(PROG$ (LAMBDA (PBOODY ALIST)  
(PROG (A GLIST BCAR TEMP)  
(SETP B PBOODY)  
(SETP A (CONCAT P PAIRS CAR B) (NLIST (LENGTHS (CAR B)) ALIST)  
(SETP 2 GLIST (GOLISTS (CDR B))))  
(L1 (SETP 3 (CDR B)))  
(L2 (SETP BCAR (CAR B)))  
(L3 (COND  
((NULL$ BCAR (ERROR (QUOTE A3)))  
((ATOM BCAR) (GO L1)))  
((EQ (CAR BCAR) (QUOTE SETQ))  
(SETP A (REPLACE CAR (CAR (CDR BCAR)))  
(EVALS (CAR (CDR (CDR BCAR))))  
(30 L1))  
((EQ (CAR BCAR) (QUOTE GO))  
(SETP B (CONS ASSOCI (CAR (CDR BCAR))) (LIST  
(QUOTE (LAMBDA (ERROR (QUOTE A5)))  
(30 L2)))  
((EQ (CAR BCAR) (QUOTE RETURN))  
(RETURN (EVALS (CAR (CDR BCAR))))  
(T1 (SETP TEMP (EVALS BCAR A)))  
(COND  
((NOT ATOM TEMP))  
(COND  
((OR (EQ (CAR TEMP) (QUOTE SETQ))  
(EQ (CAR TEMP) (QUOTE GO)))  
((EQ (CAR TEMP) (QUOTE RETURN)))  
(SETP BCAR TEMP (GO L3))  
(T1 (GO L1)))  
(T1 (GO L2)))  
(T1 (GO L3))))  
(T1 (GO L1))))  
(T1 (GO L2))))  
(T1 (GO L3))))
Conclusion

We have presented a tutorial on the LISP 1.5 interpreter (see Appendix for fully running version) as originally developed by McCarthy, et al. As with other programming languages, LISP is endowed with specific programming capabilities which lend itself to certain programming applications.

By focussing on the mechanics of the interpreter rather than its underlying philosophy, it is hoped that all LISP programmers will develop an understanding of interpretive languages in general, but more specifically they will become better LISP programmers.

We have presented the interpreter by stating its LISP definition. By defining the LISP interpreter in LISP we have tried to bring to focus the power of the language while preserving its simple but elegant methods.

Within the mechanics of the interpreter lies the operational distinction between the two data environments established, maintained, and utilized by the LISP system. Understanding these differences will lead to a more efficient means of representing data within LISP.

The definition of the LISP interpreter is not complete in that its operational capabilities may be increased by adding to its coded definition. The reader is encouraged to do so, thereby increasing his understanding of its definition.
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Applying a function to its arguments. The first argument of APPLY$ is a function. If it is an atomic symbol, then APPLY$ checks to see if the function has been defined as a function. If so, the property associated with the function symbol is retrieved from the property list of that symbol and is applied to the arguments. If the atomic function is applied to its arguments, or if it is neither a symbol nor a function, then the appropriate function is applied to the arguments. If the first element of the list is "label", then the first element of the list is evaluated. If the first element of the list is "function name and definition" and the form is given to EVAL$ and the function name and definition are added to the association list and the inside function is evaluated by APPLY$, if the first element of the list is "function", then the function following "function" is applied to the arguments.
EVALS

EVALS evaluates forms, it takes as its arguments a form and the
association list. If the form is a numeric atom then the number
is returned as the value of EVAL. If the form is atomic and not
numeric then its property list is checked for the indicator
*AFVAL* and if present then the permanent binding is returned.
If there is no indicator *AFVAL* on the property list then the
atomic symbol must be a variable and its binding is found on the
association list.

If the car of the form is *QUOTE*, then it is a constant
and the value returned is the car of the form. If the car of the
form is *CONQ*, then it is a conditional expression and EVAL
evaluates the propositional terms in order and returns the form
following the first true predicate.

If the form is defined as a function, if the form has been defined as
a function, if the form's lambda definition is applied to its evaluated
arguments. If it is a function then its lambda definition is applied.
If the form is not a SUBR or FSBR then its binding is found on the
association list and evaluated.

EVALS evaluates forms, it takes as its arguments a form and the
association list. If the form is a numeric atom then the number
is returned as the value of EVAL. If the form is atomic and not
numeric then its property list is checked for the indicator
*AFVAL* and if present then the permanent binding is returned.
If there is no indicator *AFVAL* on the property list then the
atomic symbol must be a variable and its binding is found on the
association list.
Example (function (\ a (cons a nil)) returns (funarg (\ \ ) ((c c) c))
(conq (\ \ \ \ )) returns ((c) ) A11)

SUBR IN EXPR IN THAT ITS ARGUMENTS ARE EVALUATED

\ (SUBR)
\ EHA
\ FEXP
\ FEXP

EUIST TAKES A LIST OF UNEVALUATED FORMS, SEARCHES THE
A-LIST AND RETURNS THE BINDINGS.

\ (cons a l)
  \ a (car (cdr form))
  \ (a) (list (car (cdr form)))
  \ (x) (euis (list (car (cdr form))))

(CAR FORM IS NOT ATOM)

(CAN BE A X-EXP
(SPECIAL) LIST)
(ALIST)
  (TIE:COND:COND:CONDITION A:LIST) I II

EV LIS S

EV LIS S TAKES AS ITS ARGUMENTS A LIST OF FORMS TO BE
EVALUATED AND THE ASSOCIATION LIST. EV LIS S EVALUATES EACH OF THE
FORMS AND RETURNS A LIST OF THE EVALUATED FORMS.

(EV LIS S) LAMBDA (LIST ALIST)
  (MAPLIST LIST (QUOTE (LAMBDA (ARG) EV LIS S (CAR ARG) ALIST) II) LIST 209)

S ASSO C S

SASSOC SEARCHES THE ASSOCIATION LIST FOR AN ATOMIC SYMBOL
AND RETURNS THE BOUND PAIR.

(SASSOC) LAMBDA (FX LIST ERR-FUN)
  (COND)
    (NULLS LIST) (ERR-FUN)
    (EQ (CAR (CAR LIST)) FX (CAR LIST))
    (TISASSOC FX (COR ALIST) ERR-FUN) I II

PAIRS

PAIRS TAKES AS ITS ARGUMENTS TWO LISTS OF EQUAL LENGTH.
PAIRS Binds corresponding elements of each list and adds them

(PAIRS) LAMBDA (ARG1 ARG2)
  (PRODL (A2 LIST))
    (SETQ A1 ARG1)
    (SETQ A2 ARG2)
    (COND)
      (NULLS A1) (COND)
        (NULLS A2) (RETURN PLIST)
        (ERROR (QUOTE F2))
      (ERROR (QUOTE F2))
      (EQ (CAR (CAR LIST)) FX (CAR LIST))
      (TISPLIST PRODL (CAR ALIST) PLIST)
      (SETQ A1 (COR ALIST))
      (SETQ A2 (COR ALIST))
      (COND)
      (TISPLIST (LAMBDA (LIST FUNC))
    (COND)
      (NULLS LIST) (NIL)
      (TISPLIST (LAMBDA (F) LIST (COND)))
      (COND)
      (NULLS ARG1) (RETURN ARG2)
      (TISPLIST (ARG1))
      (COND)
      (NULLS (COR LIS T) (EQ B))
      (TISPLIST (COR LIST))
      (COND)
      (REPLACE LIST ARG2)
      (RETURN ARG1) I II
      (EQAL) LAMBDA (ARG1 ARG2)
    (COND)
      (ATOM ARG2) I II
    (COND)