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Abstract

This position paper sketches a framework for modeling intro-
spective reasoning and discusses the relevance of that frame-
work for modeling introspective reasoning about memory
search. It argues that effective and flexible memory process-
ing in rich memories should be built on five types of explic-
itly represented self-knowledge: knowledge about information
needs, relationships between different types of information, ex-
pectations for the actual behavior of the information search pro-
cess, desires for its ideal behavior, and representations of how
those expectations and desires relate to its actual performance.
This approach to modeling memory search is both an illustra-
tion of general principles for modeling introspective reasoning
and a step towards addressing the problem of how a reasoner—
human or machine—can acquire knowledge about the proper-
ties of its own knowledge base.

Introduction
When agents perform everyday tasks, they must frequently
draw conclusions from uncertain or incomplete information.
In addition, their conclusions must be formed using limited
processing resources. Consequently, a fundamental question
in developing intelligent agents is how to reason effectively
under these constraints. The answer to that question depends
on a number of pragmatic considerations: the goals driving
processing and their precedences, the types of reasoning re-
sults that are useful for furthering those goals, the reason-
ing methods available for achieving those results, and the rel-
ative merits of alternative reasoning methods. In addition,
because both tasks and environment may change in unpre-
dictable ways, the long-term effectiveness of the reasoning
process depends on being able to refine processing strategies.
Performing that refinement depends on the capability to rep-
resent and reason about, and to learn from, the course of pro-
cessing.

This position paper sketches a framework for characteriz-
ing the introspective reasoning process and discusses some of
the types of knowledge needed for introspective reasoning. It
illustrates its principles with points from research on apply-
ing introspective reasoning to an internal processing task sel-
dom modeled as involving introspection or even deliberation:
the information retrieval or “memory search” process. I ar-
gue that effective and flexible memory processing in complex
domains should be built on introspectively accessible self-
knowledge representing information needs, relationships be-
tween different types of information, expectations for the ac-
tual behavior of the information search process, desires for its
ideal behavior, and representations of how those expectations

and desires relate to its actual performance. The framework I
describe is both an illustration of general principles for model-
ing introspective reasoning and a step towards addressing the
problem of how a reasoner—human or machine—can acquire
knowledge about the properties of its own knowledge base.

A Planful Framework for Internal Reasoning
The approach I take to the problem of modeling mental pro-
cesses is one that has proven productive in a number of
other investigations of introspective reasoning and learning:
treating internal processing as a rational, deliberative process
driven by explicit goals, subgoals, and plans for achieving
them (e.g., Cox & Freed (1994), Freed & Collins (1994),
Hunter (1990), Leake & Ram (1993), Oehlmann & Edwards
(1995), Ram & Cox (1994)). In traditional research on plan-
ning, this type of framework has been used as a starting point
for reasoning about tasks, means, and expectations for re-
sults of external actions in the physical world. In the con-
text of introspective reasoning, it can be used as the basis for
analogous reasoning about tasks, means, and expectations for
the effects of “mental” operations. The motivation for apply-
ing a planning-based model to the reasoning process itself is
twofold: to increase the flexibility of reasoning processes to
solve new types of problems and to serve as a basis for ana-
lyzing and refining the conduct of internal reasoning.

In order to support such a framework, it is necessary to rep-
resent knowledge about possible internal reasoning tasks, the
internal reasoning plans they engender, the expectations that
are relevant to the reasoning process, and the relationships of
these processes. The following sections both illustrate the ap-
proach and substantiate its usefulness for the task of memory
search.

The Memory Search Problem
One crucial influence on the outcome of any reasoning pro-
cess is the knowledge available to that process. When an
agent with limited computational resources retrieves informa-
tion from a very large knowledge base, it is infeasible for it to
consider the relevance of all its stored beliefs. Consequently,
the organization of beliefs and how they are accessed play a
key role in processing: the effects of the agent’s knowledge
on its behavior depend on which of its beliefs are actually ex-
amined during a particular reasoning episode.

It is widely recognized that reasoning and decision-making
play a crucial role in gathering information from the exter-
nal world when performing tasks such as diagnosis. Less ac-
knowledged, however, is the role of such reasoning in gath-



ering information in the internal or “mental” sphere. Instead,
the process used to search a reasoner’s memory is often treated
as ancillary to the reasoning process itself. The sophistica-
tion of the memory models used ranges from simple databases
to memories with refined memory organization and retrieval
schemes (e.g., Burke (1993), Domeshek (1992), Leake (1991,
1992), Owens (1991), Schank (1982)), but regardless of the
subtlety of the approach, the methods are almost always ap-
plied by opaque procedures. (Notable exceptions include
Cox (1994), Kennedy (1995), Kolodner (1984), and Rissland,
Skalak, & Friedman (1994)). Psychological studies, however,
show that people have knowledge about the contents of their
memories and are able to draw conclusions both about what
they know and what they do not know (e.g., Gentner & Collins
(1981)).

My position is that memory search should be treated as a
reasoning task on equal footing with other reasoning tasks.
In such a model, introspective reasoning about how to search
memory guides retrieval and enables learning to refine the ef-
fectiveness of the memory search process.

Representational Requirements for
Introspective Reasoning

Introspective reasoning requires information about the tasks,
operators, and performance characteristics of the reasoning
system. The following sections sketch how general constructs
for representing these types of self-knowledge relate to rea-
soning about the memory search process.

Representing the memory search task:
Characterizing knowledge goals
Being able to reason about memory search depends on rep-
resenting the particular type of information sought in a form
accessible to introspective reasoning processes. In the plan-
ful model of introspective reasoning, needs for information
are characterized as explicit knowledge goals (Hunter, 1990;
Ram, 1987; Leake & Ram, 1993).

A crucial question for such models is how to represent
knowledge goals. In previous representations of knowledge
goals, the sought-after information has been represented with
a concept specification (Ram, 1987). Concept specifications
reflect the type of information that is often represented in
queries to memory, such as “find another episode of a similar
car breakdown.” This information is crucial to guiding mem-
ory search, but I propose that another constraint is needed as
well in order to judge the performance of the memory search
process and to guide learning. This constraint, which I will
call a comparative specification, describes the desired rela-
tionship of the retrieved information to other alternative infor-
mation in memory.

Some sort of comparative specification is usually implicit
in the implementation of a memory search process. For ex-
ample, in case-based reasoning systems the implicit compar-
ative specification might be that the retrieved case should be
the one sharing the most features with the current situation.
However, explicitly representing comparative specifications
and reasoning about how to achieve them, rather than build-
ing them into the retrieval process, has the advantage of mak-
ing it possible to use the same basic memory search frame-
work to support retrievals that require different comparative

specifications. For example, Burstein (1994) observes that re-
cency may take precedence over similarity in contexts such as
retrieving cases for real-estate appraisal, and Bain (1989) sug-
gests that recency may also take precedence when judges use
cases to sentence criminals. Making comparative constraints
such as recency explicit obviates the need to redesign the re-
trieval process for different retrieval tasks.

Representing knowledge to select reasoning
operators: Capturing information relationships
with contentful memory links

In order to reason about how to find information in mem-
ory, a memory search system must have self-knowledge about
the organization of its knowledge. This includes information
about how particular types of information are indexed and re-
lated in memory.

Such information is particularly important for retrieving
information that does not correspond to links explicitly pre-
coded in memory. To locate such information, a memory
search procedure may need to follow multiple related links
and to perform multiple retrievals based on information that
it finds incrementally. For example, consider the memory
search problem of finding the location where someone works,
supposing that that information is not explicitly pointed to by
a memory link such as “business-address.” To find the ad-
dress, it may be necessary to first follow links to find the em-
ployee’s home address, in order to find the employee’s com-
munity, and to follow other links to find information about the
person’s background or interests, in order to find a likely type
of career for the person. Additional links can then be followed
to find candidate corporations in the community and to accu-
mulate evidence about which one applies. Finally, additional
links must be followed from the selected corporation to its di-
visions and their locations. By combining that information, it
is possible to suggest a likely business address.

Most memory models, however, do not provide the infor-
mation to support the needed search process. Instead, links
between concepts in memory are simply atoms such as “em-
ployer” that have no meaning to the memory search system
itself. As a result, although that link can be followed when
“employer” information is requested in a direct query, it is im-
possible to reason about how to follow related links to gather
new types of information. On the other hand, when self-
knowledge includes explicit information about the meaning of
memory links, it enables memory search to satisfy knowledge
goals that were not anticipated when a memory was originally
organized.

In order to support reasoning about memory search, a rea-
soner needs access to a general description of basic domain-
independent relationships in memory, such as relationships
involving abstraction and inheritance (Wilensky, 1986). It
also needs more domain-specific information about particu-
lar types of memory links, reflecting constraints on role-fillers
and the relationships that define the meaning of a link itself.
These representations are the subject of an ongoing investiga-
tion begun in Leake (1994).



Representing self-knowledge of system
performance: Modeling expected and desired
performance of memory search
Explicit representations of the memory search process itself
can also enable a reasoner to introspectively analyze and re-
fine its memory search process. In order to perform that rea-
soning and learning, a reasoner needs two distinct models of
those reasoning processes. The first is a model of the expected
behavior of the process, which can be used to predict the per-
formance of the reasoning system itself. This model reflects
known strengths and weaknesses of the reasoning process,
making it possible for the agent to guide its processing by rea-
soning about the types of processing strategies likely to be ef-
fective in particular circumstances. (E.g., for memory search
this could represent information about search paths useful for
satisfying particular types of knowledge goals.) This model
can be augmented by storing representations of individual
search episodes and their outcomes in particular classes of
situations, making it possible to apply case-based reasoning
to predicting the effects of memory search and to learn new
memory search strategies.

The second model is of the ideal behavior of the process,
including not only the desired outcome but also aspects of de-
sired performance of the reasoning process as well—for ex-
ample, the allowable processing cost. Such a model provides
a benchmark for evaluating the performance of the reasoning
process (e.g., Birnbaum, Collins, Freed, & Krulwich (1990),
Collins, Birnbaum, Krulwich, & Freed (1993), Fox & Leake
(1994, 1995)).

Both the models of expected and ideal behavior must be
compared to the actual behavior of the reasoning process in
reasoning episodes. It is clear that in an agent with perfect
self-understanding and perfect understanding of the external
world, actual performance would always bear out predictions
and mirror the ideal. In a less than ideal reasoner, however,
the distinct types of models are useful because discrepancies
reveal the need for learning:
� Discrepancies between expected behavior and actual be-

havior are expectation failures (e.g., Collins & Birnbaum
(1988), Hammond (1989), Leake (1992), Ram (1991),
Riesbeck (1981), Schank (1982, 1986)) that, in the mem-
ory search context, show the need for a reasoner to refine
its understanding of its own memory search capabilities or
of the contents of its memory.

� Discrepancies between actual behavior and ideal behav-
ior, whether or not these discrepancies are expected, show
the need for learning to refine the processing of the rea-
soning system (e.g., Collins et al. (1993), Freed & Collins
(1994), Fox & Leake (1994), Krulwich (1991), Ram & Cox
(1994)).
The success of this method for guiding learning depends on

addressing two key problems. First, it is obvious that both the
models of expected and ideal behavior will in general be in-
complete or too abstract to apply to some sub-parts of the rea-
soning process. (In fact, if the model of ideal behavior were
specified at a sufficiently fine-grained level to determine the
ideal decision at each processing step, that model would itself
prescribe the desired reasoning process, obviating the need for
any other reasoning process.) However, the model itself can
be refined with experience.

Second, the credit assignment problem for failures may be
quite difficult. In general, the knowledge required to judge
the problem-solving process will not be available while the
problem is being solved. (If that knowledge were available,
the reasoner could simply use it during initial problem-solving
to avoid following an incorrect problem-solving path.) How-
ever, after the problem has been solved, additional informa-
tion is available, and that information can be used to analyze
the effectiveness of a solution that was generated based on
more limited information (Fox & Leake, 1994).

Representing needs for learning: Describing
conflicts between models of memory performance
Introspective reasoning about the effectiveness of a reason-
ing process is only useful if it enables the reasoning process
to become more effective. The previous section discusses
how conflicts between expectations, ideal behavior, and ac-
tual behavior show the need for learning. Learning based on
those conflicts can be facilitated by representing another type
of information: characterizations of the types of conflicts in-
volved. Such representations are useful provided that con-
flicts grouped by similar descriptions are resolvable in simi-
lar ways. When they are, the choice of learning strategies can
be based on the descriptions themselves, using the knowledge
that learning strategies that applied to similar conflicts in the
past are likely to be appropriate to apply to current conflicts
as well.

In previous research on explaining anomalies during story
understanding, I developed a representation for expectation
failures and belief conflicts that includes four types of infor-
mation (Leake, 1991, 1992). The first is the expected behavior
or state; the second is the actual behavior or state. These two
components describe the surface conflict. The third and fourth
components are the source of the reasoning that failed—the
theory or model that needs to be revised—and a description of
how what actually occurred deviated from previous expecta-
tions. This four-part structure applies to a wide range of con-
flicts, and can serve as a basis for organizing specific prob-
lems and response information. I am investigating the appli-
cation of such a framework to characterizing the conflicts that
prompt learning about memory search.

Managing the Reasoning Process
The previous sections consider the knowledge needed for in-
trospective reasoning about memory search. A final crucial
issue is how this knowledge should be applied. Two points
to address are the computational cost of generating memory
search plans and the need for the memory search process to
respond appropriately to idiosyncrasies in the contents and or-
ganization of the memory being searched. A promising ap-
proach for addressing these problems is case-based reasoning
(Kolodner, 1993; Riesbeck & Schank, 1989). In case-based
reasoning, new problems are solved by retrieving and apply-
ing relevant prior solutions. Case-based reasoning to reuse
previous introspective reasoning is fundamental to a number
of models of introspective reasoning (e.g., Cox (1994), Leake
(1994), Ram & Cox (1994), Oehlmann & Edwards (1995)),
and is promising for guiding memory search as well. In a sim-
ilar spirit, Kennedy (1995) has proposed the internal analogy
process, which compiles solutions to previous memory search



problems and re-applies them to new search problems. Case-
based approaches to memory search in turn raise new ques-
tions about the representation and organization of the memory
search cases stored in memory, and those issues are another
focus of ongoing research.

Perspective
As I observed in the previous sections, fundamental notions
such as knowledge goals, models of expected and ideal per-
formance, and learning from expectation failures have wide
applicability for introspective reasoning and are now being
investigated by a number of researchers. I have argued that
those notions can also be applied productively to reasoning
about and refining the memory search process. In the con-
text of the memory search task, the specific representational
requirements for those fundamental constructs include knowl-
edge goals with both concept specifications and comparative
specifications; contentful representations of memory links;
models of expected and desired memory search behavior; and
a representation for the ways that actual memory search be-
havior can conflict with those models.

Applying introspective reasoning to memory search ap-
pears promising both as a way of achieving more effective
retrieval and as a way of building up an introspective model
of the contents of memory. As learning refines the reasoner’s
model of the types of information it can find in memory, that
model could form a starting point for drawing conclusions
about the nature of its knowledge as a whole, rather than sim-
ply about isolated facts in its memory.
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