A maximum-likelihood approach to absolute protein quantification in mass spectrometry
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ABSTRACT

Label-free absolute protein quantification refers to a process of estimating protein abundances in complex biological samples based on the data acquired from a liquid chromatography mass spectrometry (LC-MS) analysis. Most approaches to label-free quantification rely on measuring peak areas from an extracted-ion chromatogram. However, because of the differences in physiochemical properties associated with different peptide ions, observed peak areas in a single experiment are determined not only by peptide abundances, but also the intrinsic biases of analytical platforms. Therefore, accurate modeling of these biases provides an opportunity to developing new computational methods for precise absolute protein quantification. In this work, we developed a new algorithm for absolute quantification of proteins. The approach is based on the concept of peptide response rate, which characterizes the peptide-specific signal detection bias in an LC-MS experiment. We argue that peptide response rate is an intrinsic and reproducible property of peptide ions that can be reliably predicted using non-linear regression and features extracted from the sequence of the parent protein. Protein abundances are estimated using a maximum likelihood model in which the observed peak areas of peptide ions are adjusted using predicted peptide response rates. We evaluate our approach on a large LC-MS dataset as well as simulated data and provide evidence that the accuracy of absolute protein quantification is improved when peptide-specific response rates are taken into account.
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1. INTRODUCTION

The advancement of techniques in quantitative proteomics has enabled broad applications of liquid chromatography tandem mass spectrometry (LC-MS/MS) to biomedical research ranging from functional profiling of cellular proteomes [3] to disease diagnosis and biomarker discovery [10, 27]. Quantitative proteomics is built upon a routine shotgun proteomics experiment, in which complex proteome samples are subject to proteolytic digestion followed by an LC-MS/MS analysis [1]. In addition to a list of identified proteins from the shotgun proteomics experiment, this approach provides information about the abundances of these proteins and thus can be used as a tool to monitor the changes of protein expression under different conditions [31, 20]; e.g., before and after viral infection [11] or among samples from healthy and diseased patients [9].

Two classes of methods have been developed for quantitative proteomics. On the one hand, isotope labeling techniques such as Isotope Coded Affinity Tags (ICAT) [15] and Stable Isotope Labeling by Amino acids in cell Culture (SILAC) [24] can be used to estimate the relative abundances of proteins in two samples by a single LC-MS analysis in which protein quantities from different samples can be distinguished based on specific isotopically labeled amino acids. On the other hand, label-free approaches are available for the direct comparison of protein abundances across multiple LC-MS analyses of different samples using peptide peak areas (precursor intensity) [22] or spectral counts [35, 5] attributable to the proteins of interest. In addition, there is a recently proposed protein quantification method [13] that measures peptide abundance based on the ion signals of multiple fragments of a given peptide in the fragmentation spectrum. Generally speaking, labeling techniques yield more accurate estimates of protein abundance ratios in two samples, but require extra steps in sample preparation.

Both labeling and label-free approaches primarily address relative protein quantification; i.e., comparing the abundance of the same protein in different samples. The determi-
nation of the absolute abundances of different proteins in the same sample; i.e., absolute protein quantification is useful for other important biological applications such as the mapping of protein expression patterns in a whole proteome [3]. However, in contrast to the same-protein-different-sample scenario, the quantitative measures such as spectral counts or peptide peak areas of different proteins in the same sample are not directly comparable. For example, two proteins with the same abundance may have distinct spectral counts because the peptides from one protein are more easily identified by LC-MS instruments than those from the other protein. A concept of peptide detectability was proposed to model the identification bias of peptides in a standard proteomics experiment [33]. As a result, the absolute protein abundances can be estimated from each protein’s spectral counts corrected by the detectabilities of peptides in the protein [19, 34].

Similar to spectral counts, the detected peak areas belonging to different peptides are not directly comparable due to the detection bias inherent in the peptide sequence and need to be properly calibrated when used for absolute protein quantification. In this work we seek to quantitatively model the peptide signal detection bias in LC-MS experiment, which is referred to as peptide response rate. The response rate of a peptide ion is defined as the ratio between the observed total signal intensity of the peptide at a specific charge state (e.g. +1, +2, +3) and the actual abundance of the peptide in the sample. It is analogous to peptide detectability [33, 17], which models the identification biases of peptides in an LC-MS/MS experiment. A linear relationship between peptide response rate and peptide quantity has been previously demonstrated [4].

Peptide response rate is determined by three major factors: 1) the efficiency of trypsin digestion at its target sites, 2) the ionization efficiency of the peptide, and 3) the detection bias of a mass spectrometer with respect to the peptide ion. Note that we define the peptide response rate with respect to a specific peptide ion, i.e. the ions of the same peptide carrying different charges will receive different response rates. This is because the ionization efficiency and the detection bias differ for the same peptide at different charges [29]. We developed a non-linear regression model for the prediction of peptide response rate from peptide sequence and charge state. Finally, we present ALPINE, a novel Absolute and Label-free Protein quantification based on ion INtEnsity and predicted peptide response rate, and show that it performs favorably over existing quantification algorithms.

2. MATERIALS AND METHODS

2.1 Modeling peptide ion signals in LC-MS

Assuming the observed ion intensity of a peptide follows a linear relationship with the actual abundance of the peptide in the sample, we have

\[ A_{ij} = r_{ij} \cdot q_i \cdot \epsilon^0_j, \]  

where \( A_{ij} \) represents the observed peak area of peptide ion \( j \) from protein \( i \), \( q_i \) represents the absolute abundance of the protein \( i \), \( r_{ij} \) represents the peptide response rate of the peptide ion \( j \) from protein \( i \), and \( \epsilon^0_j \) represents the error from peak area measurement of peptide \( j \). Note that in this formulation we consider peptides with the same sequence but carrying different number of charges as different peptide ions. For simplicity, we only consider non-degenerate peptides (i.e. the peptides uniquely mapped to one protein in the sample) to model the protein abundance, so the abundance of peptide \( j \) depends only on that of its parent protein \( i \). In reality the abundance of peptide \( j \) is lower than that of protein \( i \) because the enzyme digestion is not 100% efficient. However, as the digestion efficiency has been accounted for by the model for peptide response rate prediction, we assume that the abundance of peptide \( j \) is equal to that of its parent protein \( i \). The peptide response rate \( r_{ij} \) is assumed to be independent of \( q_i \) as the ionization suppression effects and the detector saturation effects are ignored.

We assume \( \epsilon^0_j \) for each peptide \( j \) follows the same log-normal distribution \( \log N(0, \sigma^2) \), which leads to the quadratic relationship between mean and variance of peak area (See Figure 6) and thus we have

\[ \log A_{ij} = \log(r_{ij} \cdot q_i) + \epsilon_j, \]

where \( \epsilon_j = \log r_{ij}^0 \) follows a normal distribution \( \mathcal{N}(0, \sigma^2) \). Note that the variance \( \sigma^2 \) is assumed to be independent of peptide \( j \) and the abundance of protein \( i \).

The quantitative model described in Equations (1-2) can be used to estimate the abundance of the proteins in the sample, if the peptide response rates are known or can be predicted solely from the peptide sequence, its charge, and the sequence of its parent protein. Specifically, the abundance of protein \( i \), \( q_i \), can be estimated by maximizing the likelihood function as

\[ L(q_i) = \prod_{j=1}^{n_i} (2\pi \sigma^2)^{-\frac{1}{2}} \cdot \exp \left\{ -\frac{1}{2} \log^2 \left( \frac{A_{ij}}{q_i \cdot r_{ij}} \right) / (2\sigma^2) \right\} \]

where \( n_i \) is the number of peptide ions confidently identified from protein \( i \), and the likelihood function is the multiplication over all peptides \( j \) in the protein \( i \) and all charges. The maximum likelihood estimate of the abundance of protein \( i \) is then

\[ \hat{q}_i = \arg \max_{q_i} L(q_i) = \arg \min_{q_i} \sum_{j=1}^{n_i} (\log A_{ij} - \log(q_i \cdot r_{ij}))^2. \]

This expression can be solved (see Appendix) to yield

\[ \hat{q}_i = \left( \prod_{j=1}^{n_i} A_{ij} / r_{ij} \right)^{1/n_i}, \]

which is the geometric mean of the ratios between peak areas and peptide response rates over all identified peptide ions in the protein.

2.2 Learning peptide response rates

Equations (1) and (4) provide the relationship among the observed peptide ion intensities \( A_{ij} \), the protein abundance \( q_i \), and the peptide response rates \( r_{ij} \). If the peptide response rates were known, one can use Equation (4) to estimate the protein abundance based on the observed peptide ion intensities in an LC-MS experiment; on the other hand, Equation (1) can be used to construct a machine learning model to predict peptide response rates from a training dataset, in which the abundance of proteins in the sample are known.
However, the challenge is that, in practice, neither the peptide response rate nor the peptide abundance are known. To address this problem, we use an iterative learning algorithm that estimates peptide response rates and protein quantities simultaneously. Each iteration of the algorithm consists of three steps. In the first step, the per-protein average of peptide peak areas \( A_{ij} \) are used as the initial estimation of the abundance of protein \( i \); i.e., \( \hat{q}_i = \sum_{j=1}^{n_i} A_{ij} / n_i \); then the peptide response rate model is trained using \( A_{ij} / \hat{q}_i \) as the target values. In the following two steps, protein abundances \( \hat{q}_i \) are first estimated by using Equation (4), based on predicted peptide response rates \( o_{ij} \) from a regression model trained in the last step; and the target values of peptide response rates are subsequently updated using the estimated protein abundances. An overview of the algorithm is presented below. Note that the algorithm can be considered as having converged when the quantity estimation between consecutive iterations are sufficiently similar. In our experiments, we observed that the estimated protein quantities stay largely unchanged after the first three iterations, and hence the maximum number of iterations is set to three (see Results).

\[
\begin{align*}
\hat{q}_i & \leftarrow \frac{\sum_{j=1}^{n_i} A_{ij}}{n_i}; \\
\hat{r}_{ij} & \leftarrow \frac{A_{ij}}{\hat{q}_i}; \\
\text{while not converge do} & \\
& \text{ANN} \leftarrow \text{train}(\log_{10} \hat{r}_{ij}, X); \\
& o_{ij} \leftarrow \text{ANN}(x_{ij}); \\
& o_{ij} \leftarrow 10^{o_{ij}}; \\
& \hat{q}_i \leftarrow \left( \prod_{j=1}^{n_i} \frac{A_{ij}}{o_{ij}} \right)^{1/n_i}; \\
& \hat{r}_{ij} \leftarrow \frac{A_{ij}}{\hat{q}_i}; \\
\text{end}
\end{align*}
\]

Algorithm 1: Iterative learning of ion response rates. \( X \) represents the feature matrix (see Table 1) of all peptide ions in the training set, \( x_{ij} \) represents the feature vector for peptide \( j \) from protein \( i \), and \( o_{ij} \) represents the predicted peptide response rate by the neural network.

We used a two-layer Artificial Neural Network (ANN) to approximate the peptide response rate of a specific peptide ion, because it has been shown that this ANN is able to approximate an arbitrary bounded function with a sufficient number of hidden neurons [8]. We initialize the ANN with ten hidden neurons and we use sigmoidal and linear functions as the activation function of the hidden and output neurons to address the non-linear regression problem for learning peptide response rate.

The values of peptide response rates were log-transformed to be used as targets for ANN training, and the predicted values are transformed back to response rates by taking exponentiation; see Algorithm (1). We bootstrapped the whole set of proteins for training into 30 samples on which an ensemble of 30 feed-forward two-layer neural networks were trained. The predicted response rates averaged over 30 neural networks were used for updating protein abundances in Equation (4).

### 2.3 Features for response rate prediction

The peptide response rate is a result of multiple steps in an LC-MS experiment, including the proteolysis (e.g., trypsin digestion), peptide ionization, and the readout of the ion current signal by the mass spectrometer. Based on previous studies, we consider three types of peptide features in the response rate prediction. The first type of features are derived from the flanking amino acid residues in the parent protein around the cleavage sites, which facilitates modeling the digestion efficiency. Although the specific experimental protocol influences the digestion efficiency, systematic amino acid preference has been reported for trypsin and other proteases [28, 32]. The second type of features are the amino acid composition of the peptide, which is related to the ionization efficiency and detector response of the mass spectrometer. Ionization efficiencies and charge state distributions of peptides may be affected by multiple factors, such as the physicochemical properties of peptides, the properties of solvents and the ionization instrumentation [6]. Finally, we consider the charge state of the peptide ion as an independent feature, which affects both the ionization efficiency and the detector response. Table 1 summarizes the features used in our model. Obviously, the peptide response rate is determined not only by the features described above but also by the experimental instrument and protocol. However, because we build the predictive model of peptide response rate for each specific LC-MS experiment, where the experimental conditions and protocol are the same for all the peptides, the features used here determine the response rates among different peptides.

<table>
<thead>
<tr>
<th>Description</th>
<th># Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residues around N/C-terminal cleavage site</td>
<td>160</td>
</tr>
<tr>
<td>Normalized distance of N- and C-terminal cleavage sites to protein N-terminus</td>
<td>2</td>
</tr>
<tr>
<td>Average AA location in the peptide</td>
<td>20</td>
</tr>
<tr>
<td>Number of residues in peptide sequence</td>
<td>1</td>
</tr>
<tr>
<td>Entropy of peptide sequence</td>
<td>1</td>
</tr>
<tr>
<td>Peptide precursor ion charge</td>
<td>1</td>
</tr>
<tr>
<td>Number of residues in protein sequence</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Features used for response rate learning. Each of the four residues around the N- or C-terminal cleavage sites (i.e. X-\( \text{K/R}-\text{X-X} \)) is represented by a length-20 vector of indicator variables. Note the effective number of features is 2 for \( \text{K/R} \).

### 3. RESULTS

In this section we summarize the empirical performance evaluation of the proposed methodology. The protein quantity estimation by ALPINE was compared with three alternative methods that estimate protein quantity based on peptide precursor intensity; i.e., TopN, iBAQ and MeanInt. Briefly, TopN is a variant of Top3 [14, 26] that calculates the average intensity of its top 3 (or fewer, if there are not enough peptide hits for the given protein) best ionizing peptides; iBAQ calculates the sum of the extracted ion intensities of all identified peptides per protein and divides it by the number of theoretically observable peptides [30, 7]; and MeanInt [26] calculates the average precursor intensities of peptides within the same protein. In addition, we implemented a baseline approach (GeoMean) that calculates the geometric mean of peptide ion precursor intensity as the estimated protein quantity.

All evaluations were performed using simulated as well as real proteomics experiments. To our knowledge, there ex-
ists only one proteomics experiment with known quantities available for a subset of proteins; therefore, it was necessary to simulate a large number of experiments in order to more accurately establish the performance of each algorithm. As performance measures, we compute the Pearson correlation coefficient between the estimated and known abundance of the reference proteins, both in the linear and log scale. Similarly we compute the Euclidean distance between estimated and true quantities, again, both in linear and log space of quantities. Finally, we estimate the slope between the true and estimated quantities of the reference proteins as the measure of linearity of estimation. The algorithm with the slope closest to 1 would have the best performance according to this measure.

### 3.1 Evaluation on simulated data

Unlike most multicellular species, only a small number of peptides in unicellular organisms are shared by multiple proteins [18]. For example, only about 20% of the peptides in the *Schizosaccharomyces pombe* data are typically shared among different proteins, and 90% of proteins contain at least one unique peptide. Since shared peptides might contain important information for quantifying proteins in humans and other multicellular species, it is desirable to assess the accuracy of quantification algorithms on more complex data than just yeast. Further, since response rates are approximated in practice, it is important to see how these methods compare under various levels of noise. To this end, we numerically simulated a large number of LC-MS experiments under variable conditions and used them to benchmark ALPINE against other quantification approaches.

#### 3.1.1 Generation of simulated data

Following the information on peptide identification in mass spectrometry given in the first table of [18], we assume that the number of peptides per protein and the number of proteins per peptide each follow shifted geometric distributions, and that the number of unique peptides per protein follows a geometric distribution. In order to generate realistic systems, we select the success rates of these distributions uniformly from the intervals (0.05, 0.15), (0.15, 0.5), and (0.5, 1) respectively. We obtain protein quantities $q$ by generating values from the log-uniform distribution $10^{{\mu(0,1)}}$. We assume that standard peptide detectabilities $d$ follow a beta distribution with equal shape parameters selected uniformly from the unit interval. The effective detectability of peptide $j$ is then

$$d_j^{\text{eff}} = 1 - (1 - d_j)^{\eta^{-1} \sum \alpha_i q_i},$$

where the standard quantity $q_i$ is the geometric mean of the true peptide quantities, and $\alpha$ is a matrix of protein-peptide membership. We call a peptide identified if a random number in the unit interval is exceeded by that peptide’s effective detectability. We assume that peptide response rates $r$ are distributed log-normally with log-scale 0 and log-shape selected uniformly from (1, 5). We sort response rates by standard detectabilities in order to enforce the correlation between them. Finally, we generate peptide peak areas $A$ by multiplying response rates and peptide quantities with log-normal noise having shape parameter 0 and log-scale $\sigma$.

The peak area for peptide $j$ is then

$$A_j = \begin{cases} \epsilon \cdot r_j \sum_i q_i \alpha_{ij} & \text{if } d_j^{\text{eff}} > u \\ 0 & \text{otherwise} \end{cases}$$

with $\epsilon \sim \log N(0, \sigma)$ and $u \sim t(d(0,1))$. We generate between 100 and 1000 proteins according to these distributions and remove proteins with no identified peptides. The protein-peptide membership, peptide peak areas, and peptide response rates are then provided to each absolute quantification algorithm, and given this input we measure how accurately each approach is able to estimate the true protein abundances.

#### 3.1.2 Evaluation results

We simulated LC-MS experiments on the Big Red II supercomputing cluster and obtained 20,288 proteomes for use in comparing the performance of ALPINE against iBAQ, GeoMean, TopN, and MeanInt. Overall, ALPINE outperforms all the other quantification methods in terms of several accuracy measures between the predicted and the true simulated absolute protein quantities, including linear correlation (Figure 1), logarithmic correlation (Figure 2), as well as the Euclidean distance between log-transformed predicted and log-transformed true quantities, and the displacement from 1.0 of the slope from log-transformed linear regression (data not shown). We further used the paired one-sided Wilcoxon signed-rank tests to evaluate the statistical significance of the improvement of ALPINE over the other methods. We observed that ALPINE significantly outperformed all other predictors in all of those measures ($p < 2.2 \times 10^{-16}$ for all). The only exception was logarithmic correlation against iBAQ, for which our method did not make a significant improvement. In this measure, all predictors had a very low average logarithmic correlation on simulated shared peptide proteomes of about 0.2 or less.

### 3.2 Evaluation on real proteomics data

Next, we used a public dataset from a large system-wide proteomic study of *S. pombe* to demonstrate the performance of learning peptide response rate and absolute protein quantification. The dataset consists of six technical replicates of 1D-LC-MS runs of unfractionated protein sample of yeast cell in quiescent states on the LTQ-Orbitrap platform [20]. Absolute abundances for 34 reference proteins were determined using spiked-in heavy reference peptides to translate the summed MS-intensities of all peptides to copies/cell for all identified proteins. The list of reference proteins and the associated peptides used in our evaluation (note that only a subset of reference proteins have at least one confidently identified peptide) can be found in reference [20]. The yeast dataset has been previously used for the performance comparison of different absolute protein quantification measures [2].

MASCOT [25] was used to search the tandem mass spectra against a target database consisting of 5143 *S. pombe* protein sequences appended with a decoy database with the same number of reversed protein sequences. The following search parameters were used: two missed cleavages were allowed; carbamidomethylation on cysteines was set as fixed modification; methionine oxidation was applied as a variable modification; mass tolerance for precursor and fragment ions were set to 10ppm and 0.6Da, respectively. We considered only peptide identifications with MASCOT ion scores
We first investigated if the peptide response rates are sufficiently reproducible across technically replicated LC-MS experiments. To this end, we considered the set of non-degenerate peptides identified from all reference proteins for each of the six LC-MS runs in the *S. pombe* dataset [20]. Because the protein abundances should be the same across technical replicates (for unfractionated samples) and the quantity of each unique peptide is equal to the quantity of its parent protein, the observed peak areas of the same unique peptide identified in multiple runs are anticipated to be approximately the same, so assessing the reproducibility of true response rates and peptide peak area would be equivalent. This is consistent with our observation: as shown in Table 2, the correlation coefficient of the peak areas across replicated experiments are generally high (≥0.9), which is comparable with other omics techniques, such as RNA-seq for transcriptomic analysis [21]. In addition to the high reproducibility of true response rates, the response rate of the same peptide ion that were estimated by the models trained separately on each replicate experiment are also reasonably similar (0.8 ~ 0.9, Table 2), suggesting that response rate is likely to be an intrinsic property of peptides in LC-MS experiment.

We then proceeded to examine the degree to which response rates vary across different peptides in the same sample. Again, because these are unique peptides and are from reference proteins, the response rate of each peptide can be
calculated as the observed peak area divided by the known abundance of its parent protein. As indicated in Figure 3, the peptide response rates are widely distributed, spanning up to four orders of magnitude. This suggests that there is noticeable bias in signal detection for different peptides, and more importantly, because of its high variability, the response rate cannot be assumed to be constant across different peptides when estimating protein abundances based on the peak areas of identified peptides. Furthermore, as the response rate is highly reproducible for the same peptide, but highly variable for different peptides, we hypothesize that the response rate is an intrinsic property of a peptide and can be predicted from the peptide sequence by using machine learning methods. The predicted response rate can be incorporated to improve the quantification of proteins in complex proteome samples.

We ran and evaluated ALPINE independently for each of the six replicate experiments. Specifically, ALPINE was run for three iterations and the final protein quantity estimation was reported. First we examined how well the peptide response rates could be learned. Note that in each iteration of ALPINE algorithm the neural networks take the same feature matrix as input whereas the targets may vary. As shown in Figure 5A, the performance of neural network training (i.e. correlation coefficient between predicted and target response rates on the test set) improved noticeably in each successive iteration, indicating that the neural networks are supplied with more informative signals as target values. In addition, the improvement in peptide response rate learning translates to better similarity measure between estimated and true protein quantity (Figure 5B). This indicates that even the algorithm was initially supplied with supposedly inaccurate peptide response rate estimation as targets, the algorithm re-adjusts the target values of the response rate for neural network training by incorporating the updated peptide abundance estimation, which eventually leads to improved estimation of both peptide response rate and protein quantity.

Table 3 summarizes the similarities between the estimated protein quantities by each method with respect to the true protein abundances based on different measures. ALPINE consistently outperforms the other methods for the correlation coefficient in the linear scale, and also gives generally best performance for the rank-based non-parametric correlation coefficients (Spearman’s and Kendall’s tau). Note that GeoMean computes protein abundances as the geometric mean of the observed precursor intensities of identified peptides, implicitly assuming all identified peptides have the same response rates. By taking into consideration the predicted peptide response rates, ALPINE gained noticeable improvement in the correlation coefficients over GeoMean.

An important and desirable property of the quantification method is the linearity between estimated and true protein quantity ([2]). Specifically, given the true quantity \( Q \) and estimated quantity \( ˆQ \), \( Q \) can be expressed as \( Q = K \cdot ˆQ \), where \( K \) is a constant scalar. By taking log-transformation of both sides, it follows that \( \log Q = \log ˆQ + \log K \).

Clearly, the linearity is determined by the degree to which the slope of the regression line between \( \log Q \) and \( \log ˆQ \) is displaced from 1.0. As illustrated in Figure 4, the slope of ALPINE is closest to 1.0 in most cases, and both \( Q \) and \( ˆQ \) span approximately three orders of magnitude, which indicates one can multiply the estimated quantity of a protein reported by ALPINE by a scalar, which can be easily estimated from a few well characterized proteins in the same sample, to approximate the true abundance of the protein.

It is interesting to observe that iBAQ has generally better correlation coefficient computed in log-scale while the slope of iBAQ is far from 1.0 (around 0.5). This implies a non-linear relationship between \( Q \) and \( ˆQ_{ibaq} \). As shown in Figure 4, iBAQ consistently underestimates low-abundant proteins compared with high-abundant ones, which eventually caused the wider dynamic range of \( ˆQ_{ibaq} \) and the non-linear relationship between \( Q \) and \( ˆQ_{ibaq} \).

4. CONCLUSIONS

In this work, we formalize the definition of peptide response rate, which describes the precursor ion intensity detected in an LC-MS experiment for a peptide ion at a given abundance level. We show that in a typical LC-MS experiment, peptide response rates can differ significantly among different peptides, while still being highly reproducible across technical replicates. We show that peptide response rate is an intrinsic property of peptide ions (and their parent proteins) and can be reliably predicted using non-linear regression. Based on a simple quantitative model that relates peptide response rates and protein abundances, we develop an iterative algorithm for estimating them simultaneously. We employ a large-scale LC-MS dataset to demonstrate the effectiveness of this approach and show that it evaluates favorably against alternative protein quantification methods on both empirical and simulated data alike. To our knowledge, this approach represents the first attempt that explicitly incorporates peptide response rate when using peak area for proteomic quantification, and our results show that accurately predicted response rates can be used for calibrating the observed peak areas as well as significantly improving the accuracy of protein quantification.
Figure 4: Scatter plot of the log-transformed true protein abundance versus the log-transformed estimated protein abundance for TopN, iBAQ, GeoMean, MeanInt, and ALPINE for the *S. pombe* dataset. For each method, the least-square linear regression was performed and the slope of the regression line is shown. The dashed line represents the diagonal.

Table 3: Similarity measures (Pearson's correlation coefficient (linear- and log-scale), Spearman's rank correlation coefficient, Kendall's tau rank correlation coefficient) are computed between true and estimated quantities of the reference proteins for ALPINE and alternative methods. Note that log-transformation would not change the relative order of values, and the rank correlation would be identical in linear- and log-scale.
Figure 5: Performance of iterative learning of peptide response rate and protein quantity estimation. At each iteration of ALPINE algorithm, each of the 30 bootstrapped samples was divided into a training (85%) and test (15%) set. A neural network was trained on the training set and response rates were predicted for the peptides in the test set. Correlation coefficient between predicted and target response rates were computed for the test set of each bootstrapped sample and for each iterative step (a). The error bars indicate the standard deviation among 30 bootstrapped samples. In addition, correlation coefficient was computed between estimated and true abundance of the reference proteins for each iterative step. Step 0 corresponds to the initial protein quantity estimation (i.e. average of peptide precursor intensity), and step 1 corresponds to the protein quantity estimation using Equation (4) after the first round of response rate learning.

Figure 6: The quadratic relationship between mean and variance of peak area, indicating the error of peak intensity measurement follows a log-normal distribution. The mean and variance of the peak areas of the same peptide ion identified in all six replicate experiments are plotted. The correlation coefficient of log transformed means and variances is 0.9202. The slope of the linear regression line from the replicate experiments (blue line) is equal to 1.88 (close to 2.0), indicating the quadratic relationship (black dashed line).

Although peptide response rates are found to be highly reproducible across technical replicates, we observed the reproducibility of peptide response rates was relatively low across different platforms. For example, peptide ion intensities observed from replicate experiments on the same platforms (LTQ-FT and LTQ-Orbitrap) are found to be very reproducible (0.896 and 0.868, respectively), while the cross-platform reproducibility was observed to be 0.554. Therefore, we suggest that the predictive model for peptide response rates be trained simultaneously with protein quantification on the same dataset or different datasets from the same platform.

It should be noted that because shared peptides are rare in unicellular organisms, here we only considered non-degenerate peptides in the learning step. While we have seen that non-degenerate peptides are sufficient for the purpose of learning peptide response rates, shared peptides do contain important information for quantifying proteins in higher organisms such as human. A recent work has proposed a statistical model that explicitly incorporates information of shared peptides to improve the accuracy of protein quantification [12], and this information will be incorporated in future versions of the ALPINE model.

In addition to the properties of a peptide ion (such as its amino acid composition and charge state), post-translational modifications (PTMs) may alter the ionization efficiency of peptides in an LC-MS experiment. For instance, phosphorylation will make a peptide more likely to carry negative charges compared with the unmodified peptide, and thus it is likely that the modified and unmodified peptide have different response rates. Although it has been shown that
tyrosine phosphorylation may slightly (less than two-fold) alter the response rates of the peptides [16], a large-scale analysis is needed to elucidate the impact of PTMs on the response rate.

Finally, in this work, we assume peptide response rate is independent of protein abundances and ignore the effects of ionization suppression and detection saturation, while in LC-MS experiments the competition for ionization among co-eluting peptides (as well as other molecules) may lead to detection saturation. It should be noted that the training set has included all peptides in the sample (including co-eluting peptides), and therefore those properties that may affect the outcome of ionization competition were likely incorporated in the model for peptide response rate prediction, and the model is then applied to the peptides from the same sample, constituting the same background of competition. Nonetheless, the model may still benefit from the explicit modeling of the ionization competition when it is applied for cross-sample prediction (i.e. model trained on one dataset as the predictor of another dataset). This will be considered in the future work.
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**APPENDIX**

**A. ALPINE DERIVATION**

The likelihood of the \(i\)th quantity \(q_i\) is

\[
\mathcal{L}(q_i) = \prod_{j=1}^{n_i} \left(2\pi \sigma^2\right)^{-\frac{1}{2}} \exp \left\{-\log^2 \left(\frac{A_{ij}}{q_i \cdot r_{ij}}\right) / (2\sigma^2)\right\}.
\]

We wish to find the quantity that maximizes this likelihood, which we may equivalently obtain by minimizing the negative log likelihood:

\[
\hat{q}_i = \arg \min_{q_i} [-\ell\ell(q_i)]
\]

where

\[
\ell\ell(q_i) = \sum_{j=1}^{n_i} \log \left(\frac{A_{ij}}{q_i \cdot r_{ij}}\right) / (2\sigma^2).
\]

We can find critical points by differentiating the negative log likelihood with respect to the \(i\)th quantity and setting it equal to zero as follows:

\[
\frac{\partial [-\ell\ell(q_i)]}{\partial q_i} = \frac{\partial}{\partial q_i} \sum_{j=1}^{n_i} \log \left(\frac{A_{ij}}{q_i \cdot r_{ij}}\right) / (2\sigma^2)
\]

\[
= -(q_i \sigma^2)^{-1} \sum_{j} \log \left(\frac{A_{ij}}{q_i \cdot r_{ij}}\right)
\]

\[
= 0.
\]

We may now multiply both sides of the by the \(i\)th quantity and the variance, and then use the laws of logarithms to find

\[
\sum_j \log \left(\frac{A_{ij}}{q_i \cdot r_{ij}}\right) = \log \left[\prod_j \left(\frac{A_{ij}}{q_i \cdot r_{ij}}\right)^{r_{ij}}\right] = 0
\]

which we can then exponentiate to get

\[
\frac{\prod_j A_{ij}}{q_i}^{r_{ij}} = 1
\]

from which we arrive at the ALPINE solution:

\[
\hat{q}_i = \prod_j \left(\frac{A_{ij}}{r_{ij}}\right)^{\sigma^2}.
\]