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Computational models of language learning range from symbolic approaches based on linguistic theory and relying on built-in (innate) constraints to statistical and connectionist approaches relying only on general-purpose learning mechanisms.

Introduction

Probably no single issue has had more influence on the development of cognitive science in the last half of the twentieth century than the question of how natural languages are acquired, more specifically, what sort of computational device and what sort of background knowledge are required.  Though the acquisition of a language hardly seems like a major intellectual achievement to most people, cognitive scientists are still far from an adequate theory of how it is even possible.  In fact, fundamental disagreements remain.  How much knowledge is innate?  How specific are the knowledge and learning mechanisms to language as opposed to cognition in general?  What is the form of the knowledge that is learned?  Does it consist in part of explicit rules?  Or is it just associations of features?

The approaches divide roughly into two camps, differing both in the kinds of mechanisms and knowledge that are posited and in the aspects of language which are focused on.  On the one hand, there are symbolic models based on linguistic theories and relying on innate knowledge about what is possible in language.  These approaches have focused on relatively complex, abstract phenomena such as the argument structure associated with particular classes of verbs (for example, whether a verb takes indirect objects) and stress rules [ref].  On the other hand, there are stochastic and connectionist models based on general-purpose learning mechanisms, usually relying on innate architectural constraints rather than on explicit knowledge.  These approaches have focused more on learning “irregularities” as well as “regularities” in language and on the interface between language and other cognitive and environmental domains.

These divisions within computational approaches to language acquisition have been reflected in cognitive domains other than language, where much of the debate concerns the extent to which development is guided by innate constraints on what can be learned.

[supervised vs. unsupervised learning]

Formal Symbolic Approaches

Early arguments going back to Chomsky [ref] in the 1950s made the case that without constraints on what sorts of languages could be learned, language learning was impossible.  Language learning is hard for at least three reasons.  First, like other instances of rule induction generally, there may be more than one hypothesis that is consistent with the examples presented, no matter how many examples there have been.  Something about machine learning and induction in general here?  Presented with words in a language, all of which are stressed on the first syllable, a learning algorithm is likely to posit a rule which always stresses the first syllable.  But the next example could still be a word stressed on the second syllable, which the rule would need to accommodate.  Second, language learning seems to suffer from what Chomsky called “the poverty of the stimulus.”  That is, the learner may not be presented with all of the data that are required for the learning of a given rule.  Worse, speakers may make errors, produce sentences which do not conform to the rules of the language but are not marked as such.  Finally, one key aspect of the poverty of the stimulus is the apparent lack of negative evidence.  Rule induction may make use of both positive and negative examples.  Positive examples are examples that follow the rules and are explicitly or implicitly marked as such.  Each positive example expands the set of forms that the rules must accommodate (oops, better explain this).  Negative examples are examples of forms that are ungrammatical and explicitly or implicitly marked as such.  Each negative restricts the set of forms that the rules must accommodate.  Chomsky argued that children learning language are not provided with negative examples.  They are not told things like, “You can’t say, ‘book the.’”  And apparently when parents do correct their children’s grammatical errors, the corrections are ignored [ref].

Consider the learning of the passive in English (the discussion will greatly over-simplify current views of how the passive is actually constructed).  A child hears several examples: the dog got caught, you got punished, he’ll get hurt.  Based on these and similar examples, what sort of rule or rules could the child hypothesize?  Assuming the child already something about English phrase structure, that sentences consist of a subject noun phrase and a predicate verb phrase, she might hypothesize that a verb phrase can consist of a form of the verb get and either the past or past participle form of another verb.  Based on this evidence, there is no way to know which form of the second verb it is (that is, would it got eaten or it got ate be correct?).  Further, in the absence of negative evidence, it seems impossible to know what restrictions there are on the possible verbs that can take this pattern (would they got died and I get seemed be grammatical?).

Chomsky proposed that, because of these problems, language learning was impossible without constraints on the forms that the rules could take.  He argued that it is not the case that “anything goes” in natural languages; all languages conform to a set of limitations on what is a legitimate grammar, that is, what came to be called Universal Grammar (UG).  He further proposed that the principles that make up UG are specific to language, that is, not derived from general cognitive principles, from the communicative or cognitive functions of language, or from general properties of the brain or the perceptual and motor systems that language makes use of.  Finally, he and others since him have argued that all normal children are innately endowed with UG in the form of a Language Acquisition Device.
The search for UG has since become the focus of generative linguistics, and the outcomes of this research have guided many of the symbolic computational models of language learning.

Grammar induction

Non-Symbolic, Associationist Approaches

It seems clear to everyone that language acquisition includes a sizeable statistical, associationist component responsible for amassing the many arbitrary details of each language which must be learned by rote.  There are many variants on statistical approaches, but all share two features: knowledge in the form of associations between elements, categories, or features and learning in the form of the strengthening of the associations on the basis of co-occurrence.

Chomsky’s main argument concerning language acquisition was that it could not be just statistical and associationist.  This argument has been refined in recent years by others, including Pinker [ref] and Marcus [ref].  It is based on the notion that linguistic grammatical competence, the knowledge that is behind the utterances produced by speakers and understood by hearers, is generative, consisting of explicit rules, each of which can generate multiple, often an infinite number of, sentences.  Rules presuppose a pattern-matching, or unification, mechanism which determines which rules, if any, apply to input patterns.  Rules consist of two sorts of tokens, constants, which match input elements only if they are identical to them, and variables, which match any element within a given domain.  But variables are excluded from a simple associative, statistical device.

Consider the formation of the regular past tense of English verbs, a simple example which has resulted in an extensive debate between the camps.  This form has one spelling but three different pronunciations, depending on the phone that precedes the suffix.  For purposes of simplification, we will write all three as –ed.  The regular rule then is, informally, “To form the past tense of a regular verb, add –ed to the stem of the verb.”  In this rule, “the stem of the verb” represents a variable; the rule applies no matter what form the stem takes.  That is, once the rule has been learned, it can apply to any novel form, independent of its resemblance to familiar forms: vench – venched, grib – gribbed, moy – moyed.

The problem for an associationist/statistical account is that, in such an account, similarity of a novel item to familiar items always matters. [etc.]

Associationist accounts divide into two groups, those that are conventionally viewed as networks of simple processing units modelled roughly on neurons, that is, connectionist models, and those which make use of more standard statistical techniques.  These two categories are not incompatible, and there have been some attempts to unify them.

Statistical models

Statistical approaches to language learning have often been applied to text or speech corpora for practical applications in speech understanding and natural language processing.  The basic idea is that hand-coded categories and rules may be unsuitable for one or another reason and that the extraction of categories or rules from corpora on the basis of their statistical properties may be superior.  What is learned may be phonological categories or representations of word forms in terms of pre-processed spoken input, syntactic categories, phrase structure rules, word meanings, and cross-language translational equivalents or transfer rules.

The most common approaches make use of Hidden Markov Models (HMMs), mutual information, or [what to call LSA/HAL].  The main applications are discussed in the sections that follow.

Speech recognition

The problem of understanding spoken language can be viewed in part as the problem of recognizing what sequence of words is being produced.  The probability that a particular input corresponds to a particular sequence of words is [equation].  This in turn depends on […].

[words]

[phonological categories]
Learning word meaning from context

One view of lexical semantics is that words get their meanings, at least in part, from their pattern of co-occurrences with other words.  In this sense, word meaning, and the learning of word meaning, is a statistical matter.  Several recent techniques have focused on this problem.

Latent Semantic Analysis [refs] and HAL [refs] operate by accumulating co-occurrences in corpora, either co-occurrences of words with other words within a window of some size (HAL) or co-occurrences of words with contexts, for example, encyclopaedia articles (LSA).  For each word in the corpus this yields a vector representing its co-occurrences with other words or contexts.  In LSA this vector is subjected to principal value decomposition, a technique for reducing dimensionality.  Now the vector for each word is a point in a high-dimensional space which, according to the researchers, represents its semantics.  Thus one can now compare words by simply calculating the distance between their semantic vectors, and one can characterize a particular text as the mean of the vectors of the words found in it (?).

[also describe Schütze’s approach?]

Learning syntactic categories

One common application of HMMs is the extraction of syntactic categories from corpora.  The idea is to define syntactic categories in terms of their local distributional properties. [note about how this differs from the generative tradition?]

[later]

Learning probabilistic grammars

Context-free grammars (CFGs) are the generally agreed on formalism for symbolic models of linguistic competence.  One extension of CFGs models the relative frequency with which different rules occur.  Each has associated with it a probability, the probability that the left-hand side of that rule is re-written as the right-hand side.  Thus the probabilities for all of the rules with the same left-hand side sum to 1.0.

Learning probabilistic grammars is again modelled using HMMs.

[later]

Learning for machine translation

Statistical approaches to machine translation treat the mapping between source and target sentences as learnable through supervised pairings of sentences.  As with most other statistical language learning, we begin with conditional probability and an application of Bayes’ Rule.  In this case, the conditional probability of interest is the probability of a particular target sentence given a particular source sentence.

[later]

Connectionist Approaches

Because connectionist models are quintessentially learning models, and because language, and especially language acquisition, is so central to cognitive science, language acquisition has been a major focus of work within connectionist cognitive science.  Unlike statistical approaches to language acquisition, connectionist approaches have tended to focus on the modelling of human language acquisition, rather than on practical applications (with speech recognition a major exception).  Unlike symbolic models, connectionist models often fail to make a clear distinction between acquisition and processing, the same device being applied to both sorts of behaviour.

Cognitive modelling of language acquisition within the connectionist framework has often been driven by a desire to show that aspects of language thought to be symbolic and rule-governed could be modelled by connectionist networks which, following training, appear to be behaving in a rule-governed fashion, but without explicit rules.  Work of this type has focused mainly on two aspects of language: phrase structure and inflectional morphology.

Other connectionist research has been concerned with the problem of how language comes to be grounded in other aspects of cognition and in the physical environment of the learner.  Here connectionist models have the advantage that they are already often assumed to be at work in the “low-level” aspects of cognition — vision, motor control, audition — so a grounded connectionist model would be constructed out of roughly one kind of “stuff.”

Finally, there is connectionist research designed to model specific aspects of language development: in normal children, in learners suffering from language impairment, and in multi-lingual settings.

Grammar learning

Morphology learning

Inflectional morphology has been taken to be a paradigm case of rule-governed behaviour within language.  Since the work of Brown [ref] and Tripp [?, ref] in the early 1950s, it has been known that even young children can generalize on the basis of a regular morphological rule such as the English past tense rule.  For example, given a novel verb such as vag, children produce the past-tense form vagged.

Speech recognition

Symbol grounding

Modelling language development
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