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Abstract—It is common for people to declare that online pri-
vacy is important, to indicate that it is valuable, and to simul-
taneously behave in a manner inconsistent with these expressed
preferences. This discrepancy between users’ concerns and
their behavior has been explained by three factors: information
asymmetry, bounded rationality, and psychological biases. The
conflict between expressions of concern and purchase decisions
is amplified as the Internet of Things brings the potential for
real-time multimedia surveillance, even at home. But there
is not empirical evidence that privacy or security influence
purchase decisions about IoT devices. In this work, we design
an interface for an Internet of Things (IoT) Marketplace that
enables participants to make more privacy aware purchases
by addressing three of the factors that are associated with
the privacy paradox. We then conduct a between subjects
experiment to test the effect of the interaction on product
selection. The results from this experiment show that when
participants are presented with an interface that addresses all
three factors, they purchase IoT devices that are more privacy
preserving even if they have to pay a premium to do so. The
results also show that when participants are presented only
with privacy indicators they do not consistently make privacy-
preserving device choices if the psychological biases affecting
users’ decision making are not also addressed by interaction
design.

Index Terms—Privacy, IoT, Bounded Rationality, Psychological
Biases, Marketplace, Purchase Decision, Risk Communication

1. Introduction

The past decade has seen massive growth in Internet
of Things (IoT) devices, from fitness trackers to household
items. There are already eight to ten billion devices; and that
number is expected to double. It is predicted that there will
be approximately 18 billion IoT devices by 2022 [27]. The
current low standards of security and privacy correspond
to high risk of information loss. While it is well-known

that IoT devices collect information about people and their
environment the extent of that compilation is not well un-
derstood [19], [31]. Information is collected to meet basic
functional requirements, provide tailored services, perform
analytics, or for targeted advertising. For example, Nest
Secure is a user installed home security systems that collects
information from multiple sensors in order to detect and
alert its users about intruders [33]. Nest Secure also has
a microphone whose purpose and operation is not well
understood, and which were not well documented [73].
Similarly, activity tracking devices like Strava collect user
activity information (step count, heart rate etc.) and relay it
back in a structured fashion to help Strava users measure
their activity levels [71]. Strava also provided detailed heat
maps that identify users’ home addresses and maps classified
military operations [14], [37], [53].

Unlike general purpose computers, IoT devices do not
require users to actively interact with them to provide ser-
vices. Some IoT devices cannot reasonably implement a
user interaction without connecting to an additional device
with a screen. Most IoT information is passively collected,
processed, and disseminated invisibly to the user without the
option of ad-blockers or blocking trackers. Thus most people
are unlikely to be aware about what information is being
collected about them and their surroundings; and beyond
that, how it is being used.

One place where a user can find information about
an IoT device’s data collection and usage practices is its
privacy policy. These policies provide valuable information
that could, in theory, address the problem of information
asymmetry [58]. However, these privacy policies are no-
toriously unusable. Past research has shown that privacy
policies are often too complex and hard to comprehend [77].
Over the past few years, researchers have proposed several
solutions to shorten and simplify privacy policies in order to
make them easier to read and comprehend [13], [44], [45].
Yet, even if the privacy policies were made comprehensible,
the time to read them would be prohibitive. Finally, even if
people read and understood these privacy policies, it would
be hard for them to compare IoT devices based on the
privacy they offer and select a device that meets their privacy
preferences. This is because solving the information asym-



metry problem does not address the other two sources of
the privacy paradox: bounded rationality and psychological
biases [7], [49].

Bounded rationality is the realistic contrast to the
homo economicus model of rational human decision-making
which assumes the ability to implement a strictly ratio-
nal calculus to determine the economically optimal choice
(Information asymmetry addresses the reality that accurate
information is not always available for these calculations).
Bounded rationality recognizes the cognitive limitations of
humans and the costs of obtaining accurate information.
Limits on attention, time,memory and information avail-
ability prevent people from accurately computing the costs
and benefits associated with certain actions. In the case of
IoT devices, making a privacy-aware choice would require
reading all the privacy policies, determining how these
interact with the set of devices in their home, and then
evaluating the implications of the data collection and usage
policies associated with the different IoT devices. With this
analysis complete, the person must be able to accurately
select a device that offers the best cost-benefit trade-off.
The theory of bounded rationality illustrates why this theo-
retically economic rational model of privacy policies is not,
in fact, feasible. In complex situations like these, where the
cognitive costs of risk assessment are high, users take mental
short-cuts to make speedy decisions [78]. This leads to the
issue of psychological biases.

Even if people had the cognitive capacity to process all
the information presented to them, it would still be difficult
to make rational decisions. This is due to the psychological
biases that affect human decision making [4]. For instance,
past research has shown that the human tendency to attribute
significantly more weight to immediate benefits and discount
future risks applies to security and privacy risks [4], [30],
[38]. So people purchasing an device might attribute a
higher value to the price and convenience offered by the
device when compared to the potential costs associated with
insufficient privacy. Past research in behavioral psychology
also shows that users’ decision making is influenced by
several other factors like framing, defaults, context, and
mode of elicitation [5], [10], [17], [18], [32], [34], [41],
[42], [47], [52], [64], [81].

We built a marketplace for IoT devices designed to
address information asymmetry, bounded rationality, and
psychological biases. We implemented this as an interaction
layered on the Amazon Marketplace and tested under which
conditions we observed privacy-aware behavior.

Our design addresses information asymmetry by pro-
viding users with cognitively simple indicators for privacy
for each device. The marketplace was designed to address
bounded rationality by providing a simple comparison indi-
cating the privacy and the price of a device relative to other
options. This enables buyers to compare between devices
with minimal mental effort. The design also addressed a
subset of the psychological biases that impinge privacy
decision-making by the leveraging framing and defaults to
manipulate the status-quo bias in order to mitigate discount-
ing of risk. The IoTMarketplace is discussed in more detail

in Section 3.
We then conducted a between subjects experiment to

understand the impact of our design. The results from the
experiment indicate that presenting users with risk indicators
for privacy does not consistently nor significantly result in
changes in decision-making. Conversely, When the risk in-
dicators are present and the default for the purchase is set to
high privacy, our participants consistently and significantly
made privacy preserving purchasing decisions, even at a
higher cost. Thus by addressing psychological biases though
the use of defaults, marketplaces could nudge buyers into
more privacy-aware decisions. Given that both privacy and
security are associated with negative externalities, there is an
argument for providing such a framing in the marketplace.

In Section 2, we identify possible sources of our re-
sults by beginning with previous research on the effect of
framing, defaults, and other psychological biases affecting
users’ decision making. In Section 3, we provide the rational
and design of all three versions of the IoTMarketplace. In
Section 4, we detail the experiment design; please note that
the experiment was subject to IRB review. In Section 5 we
provide the results from the experiment, and then return to
the related work for explanations. Finally, we conclude with
a discussion on the possible implications of our findings in
Section 6

2. Related Work

It is common for people to express high levels of concern
about online security and privacy without this concern being
reflected in their online behaviors; including purchasing be-
havior [49], [60]. This discrepancy between peoples’ online
behavior and their expressed concerns is called the privacy
paradox [16]. There are three common explanations for this
paradox: information asymmetry, bounded rationality, and
psychological biases in decision-making.

2.1. Information Asymmetry & Bounded
Rationality

Information asymmetry occurs when a seller has infor-
mation about the type or quality of a good that is unknown
to the buyer [9]. In the case of privacy paradox, informa-
tion asymmetry results from consumers’ uncertainty about
privacy risks associated with devices. For instance, sellers
have information about data collection and usage practices
associated with the services that they provide. All or some of
this information is made available to the users in the form of
privacy policies or user agreements. However, studies have
shown that privacy policies are ineffective at communicating
risk to the user [39], [77]. This is because very few people
read these policies as they often span multiple pages and
require a significant investment of time [57], [62]. In fact,
a study conducted by McDonald et al. estimated that if all
internet users in the United States were to read the privacy
policy of every new website that they visited then they would
spend about 54 billion hours reading privacy policies [57].



In addition, people rationally know that privacy policies are
often subject to change without notification so reading them
once would be inadequate [79]. Even if people were to
read these privacy policies it would be hard for them to
understand the contents as most of them contain complex or
nuanced legal terminology [12], [40]. Jensen et al. evaluated
the readability of privacy policies for a set of popular
websites to find that most privacy policies were beyond the
comprehension of people who had less than or equal to a
high school education [40]. In some cases, people required
the equivalent of a postgraduate education to understand the
privacy policies [40]. Therefore, most people not having
read or understood the contents of the privacy policies,
usually make decisions with incomplete information. This
leads to inaccurate estimates of costs and benefits which
eventually results in choices that are not in their best interest
(thereby creating the privacy paradox).

The bounded rationality of users also adversely affects
their decision making [23]. For instance, even if people
were to the read the privacy policies and understand its
contents, it would be hard for them to accurately estimate
the risks associated with different data collection and usage
practices. This is because people have a limited ability to
process information [30], [48]. Furthermore, to compensate
for their bounded rationality people will take cognitive short-
cuts to make quick decisions [78]. Such decisions will not
accurately represent their preferences. Therefore, reducing
information asymmetry and addressing bounded rationality
requires clear communication of risk so that buyers can
easily determine which devices are associated with more
or less privacy risks. In the presence of privacy risk, such
communication can be informed by risk communication
practices.

2.2. Risk Communication

There is a significant body of research seeking to support
privacy aware decision making by communicating the ex-
istence of privacy threats. For example, a study conducted
by Tsai et al. showed that provision of privacy risk com-
munication can decrease the discrepancy between users’
expressed privacy concerns and their behavior [75]. In that
previous work, Tsai and her coauthors asked participants
who expressed high levels of concern about online privacy
to select vendors of two products using a search engine.
When the search engine only provided participants with
links to the vendors’ webpages and the price of the product,
participants did not pay any attention to the vendors’ privacy
policies. They systematically chose the vendor that offered
the lowest price. However, when the search engine provided
participants with a simple privacy rating along with a link to
the summarized privacy policy, participants paid a premium
to buy products from vendors that offered higher levels of
privacy. Studies conducted on mobile platforms have shown
similar results [8], [64], [67], [80].

In the IoT, cost benefit trade-offs for disclosing personal
information to obtaining personalized services can be quite
complex [2], [50], [72]. At the same time, users indicate

that it is difficult or even impossible to obtain privacy and
security information about IoT devices [25]. Recent work
has considered different approaches to resolving the specific
issue in the consumer marketplace. Loi et al. proposed a
systemic method to identify security and privacy shortcom-
ing of an IoT device [55]. In their work, they conduct a
series of tests to evaluate the devices along four dimen-
sions: confidentiality, integrity, access control and reflection
attacks. The results from the tests were then used to rate
devices as secure, moderately secure or insecure. Blythe
and Johnson proposed a protocol to develop a consumer
security index for IoT devices [15]. There protocol consisted
of identifying (1) security features that IoT devices must
provide and (2) consumer preferences for the disclosure of
security and privacy features that IoT devices provide. Both
approaches can be aligned with the results of this work;
particularly as sources for ratings or as simple information
for the first link from the ratings.

In order to address information asymmetry in our study,
we calculated a risk rating based on the privacy policies
associated with the device and the corresponding manu-
facturer’s app. The generation of aggregate privacy ratings
based on the devices’ privacy policies is not the focus of our
work. However, since the success of our work is dependent
on our ability to generate such ratings we include the follow-
ing related work. Before the ubiquity of machine learning to
process natural languages, the World Wide Web Consortium
developed the Platform for Privacy Preference (P3P) to make
privacy policies more usable. P3P is a machine readable
language that enabled companies to state data collection and
usage policies. The idea was to build P3P user agents that
enabled people to set their privacy preferences and identify
websites that met these preferences [20]. The two popular
P3P user agents were Privacy Bird and Privacy Finder. While
the former displayed a red, yellow, or green bird to indicate
if the a website’s privacy policies met the user’s stated
preferences the latter was a P3P enabled search engine that
generated privacy ratings on a 5-point scale for each of its
search results. User studies showed that both privacy bird
and privacy finder improved users’ privacy practices [75],
[80]. P3P was not adopted by companies on a larger scale,
which led to the eventual its eventual demise.

Wilson et. al. created and shared a corpus of 115
privacy policies with manual annotations for fine grained
data collection and usage practices [82]. The availability of
this corpus led to the development of Machine Learning
models to automate the analysis of privacy policies [35],
[54], [59], [83]. One of the machine learning approaches
that directly informed our work was the framework proposed
by Harkous et al. [35]. Their proposed framework uses a
hierarchy of neural network classifiers to identify high-level
and fine-grained data collection and usage policy details.
They demonstrate the utility of their framework by building
an application that given a link to the privacy policy could



automatically generate disconnect icons 1 based on preset
rules. Using the same framework a similar application can
be built to generate aggregate privacy ratings for privacy
polices based on preset rules or user preferences.

In this work, we manually generated privacy ratings for
each device based on its privacy policy. Specifically, we
evaluated the privacy policies based on five factors: data
collection, data usage, control, unauthorized use, and im-
proper access. For each factor, we assigned a score between
one to five. The overall privacy score/rating was derived by
calculating the average score across the five factors. Here we
use positive framing so a higher score implies more privacy
and a lower score implies less privacy. We provide more
details on our choice of framing later in this section.

Figure 1. Privacy rating communicated using the lock icon. More locks
imply more privacy.

The padlock icon was used to communicate the privacy
rating. The choice of icon was primarily informed by the
findings of the study conducted by Rajivan et al. [64].
In their study, Rajivan et al. investigated the effectiveness
of multiple framing mechanisms and icons and found that
positively framed risk indicators presented using the padlock
icon were most effective. An illustration of privacy indicator
used in this experiment is shown in Figure 1.

In summary, the experiment addressed information
asymmetry and bounded rationality by building on previous
work and used the standard lock icon to communicate this
using positive framing with a tested icon.

1. Disconnect icons are privacy icons that were developed a Mozilla led
working group. The aim of these icon was to make it easy for people
to understand the terms of the privacy policy and to communicate data
collection and usage practices [24].

2.3. Psychological Biases

Information asymmetry and bounded rationality are two
of the many factors that contribute to the privacy paradox.
There are other factors that impinge on peoples’ preferences.
This is because people don’t have static predetermined
preferences about their privacy. The lack of fixed preferences
occurs even in intimate and high-value decisions such as
organ donations and support for immunizations thus it is
unsurprising that privacy is no exception [42]. Preference
reversal occurs when decision-makers preferences are con-
structed at the time of elicitation rather than being predeter-
mined [29], [43], [61], [70]. Preference reversal refers to an
aggregate effect when changes in presentation of informa-
tion causes the preferred option to change in the aggregate.
The classic case of preference reversal is (applicably) in
risk communication. The option of killing 10,000 people
to save 90,000 is systematically rejected; while the option
of an intervention to save 90,000 out of 100,000 people is
systematically found to be acceptable despite the fact that
these describe exactly the same intervention. In this work,
we seek to create an interaction that results in more attention
and valuation being paid to risk on the basis that “preference
reversals in decision making under risk are accompanied by
changes in attention to different attributes” [46].

Fluidity in preferences, both individual and aggregate,
can be impinged by framing, defaults, context, trade-offs
and the mode of elicitation. Manipulation of preferences
to influence people’s behavior at the time of decision is
often referred to as nudging, to indicate that the changes
are significant in the aggregate but not deterministic at the
individual level. In this section, we will discuss some of the
factors that influence people’s decisions and then previous
work on nudging in the security and privacy space.

This phenomenon where people attribute a higher value
to the items they possess when compared to the items that
they don’t possess is called the endowment effect. In the
design of our interaction we use defaults to communicate
that the participant has privacy as a default, or that the
lowest price is a default. Use of defaults is aligned with
the original work on the endowment effect. Specifically
in an early influential work by Knetsch, participants were
either randomly provided with a mug or a chocolate bar
and were later offered the option to exchange one for the
other. The results showed that participants preferred to keep
the item they were initially given despite there being no
exogenous reason for this preference [47]. In other words,
participants who were initially given a mug did not want
to exchange it for a chocolate bar and participants who
were initially provided with a chocolate bar did not want to
exchange it for a mug. As a consequence of the endowment
effect, peoples’ maximum Willingness to Pay (WTP) for
a good they don’t possess is different from their minimum
Willingness to Accept (WTA) for same good if they possess
it. So, the value an individual attributes to a good changes
based on if they perceive that they already have it; in general
a good we are selling is perceived to have a higher value
than when we are purchasing the same good [6], [34], [47].



In our design, as discussed below, we hypothesized that
people presented with lesser privacy and a lower price as
a default will keep that preference, while those with high
privacy as a default will similarly systematically choose
privacy even when the price is higher. In previous exper-
imental research in privacy WTP and WTA was defined
as an individual’s willingness to pay to protect against
information disclosure versus an individual’s willingness
to accept compensation for disclosing information [34].
Influencing our design, in 2013 Acquisti et al. conducted an
experiment in which the participants were either endowed
with a $10 gift card or a $12 gift card [6]. The $10 gift
card was anonymized i.e. purchases made though the gift
card would not be linked back to the participants. On the
other hand, the $12 gift card was an identified one i.e.
purchases made though the gift card would be linked back
to the participants. The participants who were endowed with
the $10 gift card could agree to disclose their purchase
information and receive an additional $2 (exchange the $10
gift card for the $12 one). Similarly, participants who were
endowed with the $12 gift card could protect their purchase
information from disclosure by paying $2 (exchange the
$12 gift card for the $10 one). The results showed that
more participants rejected the $2 offer to disclose their
information when compared to the number of participants
that were willing to pay the additional $2 to protect their
information. These results clearly show a gap between WTA
and WTP for privacy.

Another factor that influences decision-making in the
presence of risk is the framing of risk mitigating action
as a cost that must be paid to avoid risk or a benefit that
enables risk avoidance. In the case of security and privacy
behaviors, the options are the increased risk of informa-
tion disclosure or the benefit of information protection.
The communication of privacy as a benefit is described
as positive framing and the communication of privacy as
a risk is defined as negative framing. Positive framing is
generally supported by work in the psychology of security
to help people make more risk averse decisions [5], [64].
For example, Chen et al. conducted multiple experiments to
determine the effect of framing on user choices. In these
experiments they repeatedly presented participants with a
list of 6 apps along with their privacy score that was either
positively framed or negatively framed and they asked the
participants to select 2 apps out of the 6. The results showed
that participants paid more attention to the privacy score,
had a better understanding of the score and made more risk
averse decisions under positive framing when compared to
negative framing [17].

In addition to information asymmetry, endowment effect
and framing, status-quo bias also influences user behav-
ior [65], [66], [68]. Status-quo bias consists of two primary
components: (1) strong preference for the current state of
affairs and (2) a strong preference for not taking any action
also known as omission bias [65]. This strong preference
for the current state of affairs is due to loss aversion [65],
[74] . A change from status-quo implies that people would
lose somethings while gaining other things. Since people

are loss averse, they tend to attribute a higher weight to
losses when compared to gains which explains their strong
preference for the status-quo [65]. It must also be noted that
status-quo bias is only present when people have to take
an action. When there is no action involved people don’t
exhibit a status-quo bias [65]. Furthermore, people react
more adversely to negative outcomes caused by taking an
action as supposed to taking no action even if the negative
outcomes are equivalent in both cases [65]. This fear of
potential regret from taking an action compels people to
not do anything when there is a potential negative outcome
associated with an action. This fear of regret is one of the
primary reasons for omission bias. Omission bias has been
observed in situations where websites or other services ask
users for their consent to collect personal information or
for sending notifications and they check the consent box
by default. In such cases more people are likely to take no
action and stick to the default [41], [52].

Finally, it is important to note that people who have
strongly held believes or attitudes towards issues are less
susceptible to the biases mentioned above. For example, a
survey conducted by Wilson et al. found that framing had
no effect on peoples’ decisions concerning termination of a
child at risk of having heamophilia [56]. More specifically
in the case of privacy, an experiment conducted by Lai
et al. found that people who expressed high concerns for
privacy were less susceptible to being influenced by status-
quo when compared to people who were less concerned
about privacy [52].

3. Marketplace Design

We designed an experiment to see if it is possible to
create an interface for an IoTMarketplace that enabled users
to easily compare devices based on their privacy while
mitigating inherent biases or psychological biases, resulting
in risk-averse decision making. In all versions of the mar-
ketplace, devices that offered a higher level of privacy were
priced higher than those that offered a lower level of privacy.
This was done to see if people would purchase devices that
offered better privacy even if they charged a premium. The
three versions of the IoT marketplace are as follows: (1)
Control Version, (2) High Privacy Default Version, and (3)
Low Privacy Default Version.

The control version of the marketplace contains no infor-
mation pertaining to the level of privacy offered by a device.
Given that all the devices in this experiment have similar
features we expected the participants using this version of
the marketplace to primarily make their decisions based on
the price of the device.

The high privacy default version of the marketplace ad-
dresses all three factors associates with the privacy paradox
(information asymmetry, bounded rationality, and psycho-
logical biases). Therefore, we expect participants using this
versions of the marketplace to make more privacy preserving
decision when compared to the participants using the control
version.



H1 : More participants using the high privacy de-
fault version of the marketplace will purchase
devices with a higher privacy rating when com-
pared to the participants using the control ver-
sion.

The low privacy default version of the marketplace
addresses two out of the three factors associated with the
privacy paradox. Specifically, this version of the marketplace
does not address users’ psychological biases. Therefore, we
expect participants using this version of the marketplace to
make fewer privacy preserving decision when compared to
the participants using the high privacy default version.

H2 : More participants using the high privacy de-
fault version of the marketplace will purchase
devices with a higher privacy rating when com-
pared to the participants using the low privacy
default version.

The rest if this section will discuss the design choices
for each of the three versions in detail.

3.1. Control Version

The control version of the marketplace is basically used
as a baseline to compare the effects of the interventions
introduced in other versions of the marketplace. The control
version of the marketplace provides users with the images,
price and description for each device that is on sale. In
this version of the marketplace, we do not communicate
privacy risk to the user. The devices are presented as a single
list and the order of devices is randomized for each and
every participant to alleviate any biases caused by order.
A screenshot of the control version of the marketplace
is show in Figure 2. The design for this version of the
marketplace was influenced popular e-commerce websites
where products are often presented as a list with images,
price, and a short description.

3.2. High Privacy Default Version

As noted in Section 2 the lack of effective risk commu-
nication could lead to people not considering privacy while
making their purchase choices [75]. For the risk indicators
to be effective, they need to be simple, concise, and easy
to understand. As flooding users with a lot of information
is also ineffective since users have a limited capacity for
processing information [69]. Therefore, in this version of
the marketplace we provide users with cognitively simple
positively framed aggregate risk information using the pad-
lock icon. The choice of framing and icon was primarily
informed by the findings of a study conducted by Rajivan
et al. [64]. In that study, after investigating the efficacy of
multiple framing mechanisms and icons, they found that
positively framed risk information presented on a 5-point
scale using the padlock icon to be most effective. In addition
to the aggregate risk rating, we also provided users with
a short description of the rating. The illustrations of the

aggregate risk score and the description can be found in
Figure 3.

The focus of this study is on the behavioral aspects
of purchase decisions for IoT devices. The generation of
aggregate risk ratings is not the focus of this study. However,
since our work is impinged by the ability to generate such
ratings we reference the following previous works here.
Harkous et al. proposed a framework for automating the
analysis of privacy policies [35]. This framework could
be used to generate aggregate privacy ratings based on
the privacy policies. Prior to this applications like privacy
bird generated privacy ratings on a 3 point scale based on
user preferences [21], [22]. In this approach the application
retrieved machine readable privacy policies and compared
them to users’ stated preferences. In our work the privacy
ratings were manually generated by researchers.

Our goal was to select indicators to communicate pri-
vacy risk and in doing so reduce information asymmetry,
enabling participants to make more privacy preserving pur-
chases when compared to people with no indicators for
privacy risk. However, multiple privacy studies have found
that people tend to attribute significantly more weight to
immediate short term benefits when compared to potential
future losses [3], [4], [30], [38]. So they would likely be
willing to give up privacy to save some money now. In order
to alleviate such prejudice against privacy during decision
making, we employ status-quo bias in our design to promote
risk-averse behavior. There are two primary components to
status-quo bias.

1) Loss Aversion: When performing an action that
leads to change in state, people tend to attribute
a higher weight to the losses caused by a change
in state when compared to the gains.

2) Omission Bias: if there are potential negative out-
comes associated with the change in state then
people are more likely to stick to the status-quo
in order to avoid the regret caused by the potential
negative outcome.

We incorporated both loss aversion and omission bias in our
design by presenting a default state which favors privacy
over monetary gain.

In order to generate loss aversion and omission bias
among users we do the following: (1) We categorized our
devices based on their privacy rating, (2) ordered the cate-
gories in decreasing order of their privacy, and (3) we set the
highest privacy category as the default and provided users
with the ability to switch between categories by clicking
on the respective tabs. A screenshot of our design is shown
in Figure 4 (a). All tabs contained information about the
privacy rating and the starting price for that category. This
was done to focus users’ attention on what they would gain
and lose when switching between categories. So when a
user who starts of with the highest privacy category as a
default switches to a lower privacy category he/she would
lose privacy but gain money (will save money as devices
in a higher privacy category are priced higher). Based on
the theory of loss aversion users would weigh their loss



Figure 2. The control version of the IoTMarketplace does not present users with any privacy information. It just provides people with price and product
description.

Figure 3. (a)Positively framed privacy rating illustrated using the padlock icon. (b) A short description explaining the privacy rating.

in privacy higher than their gain in monetary saving. Fur-
thermore, loss in privacy could have many adverse effects
like financial loss, social embarrassment etc. Since people
feel more regret from negative outcomes caused by an
action when compared the same outcome occurring due
to inaction [65]. We hypothesize that people will exhibit
omission bias and would avoid purchasing a device from a
lower privacy category to avoid potential regret.

3.3. Low Privacy Default Version

Similar to the high privacy default version, in this ver-
sion of the marketplace all devices are categorized by their
privacy rating. Users could also switch between categories
by the clicking on the appropriate tab. However, in this

version of the marketplace the categories were ordered in
the increasing order of their privacy and the lowest privacy
category was set as the default (as show in Figure 4 (b)).
By changing the default and the order of categories we
change effects of loss aversion and omission bias. Now
when a user switches from the default category to a category
with a higher privacy rating he/she loses money and gains
privacy. So according to the theory of loss aversion users
will attribute a higher weight to their monetary losses when
compared to the gains in privacy. Furthermore, potential
regret from not being able to have additional cash to spend
on other purchases could lead to omission bias. Therefore,
more people using this version of marketplace are likely to
buy a device with a lower privacy rating in order to save
money.



Figure 4. (a) High privacy default has the category with privacy rating 4 as the default and the tabs are ordered in the descending order of privacy (or
ascending order of price) (b) Low privacy default has the category with privacy rating 2 as the default and the tabs are ordered in the ascending order of
privacy (or descending order of price)

4. Experiment Methodology

Our primary goal was to investigate if people using
different versions of the IoT marketplace made different
purchase choices. So we conducted a between subjects
experiment with one control group and two experimental
groups. While the participants in the control group used the
control version of the marketplace, participants in the two
experimental groups used either the high privacy default
version or the low privacy default version. Here we name
the groups after the version of the marketplace they use.
The groups are: Control Group, High Default Group and
Low Default Group.

Everyone that agreed to participate in the study, irre-
spective of the group they were assigned to, were initially
presented with a set of instructions that told them how to
purchase the device they selected. These instructions were
purely mechanical and did not contain any information that
would prime them for privacy. After reading the instructions
people were allowed to move on to the next stage of the
experiment where they were presented with three categories
of products: Home Security cameras, Fitness Trackers, and
Smart plugs. These categories of products were presented to
the participants in a sequence i.e. they were first presented
with a list of home security cameras and after selecting a
device from that list they were presented with items from
the next category. The first two categories were used to
help participants familiarize themselves with the interface
of the marketplace. Participants only bought products from
the third category (Smart Plugs).

For the smart plug category, once a participant selected

a device they wanted to purchase we redirected them to the
product listing on Amazon where they made their purchase
using the $25 amazon gift card that was provided to them.
They were allowed to keep the device they purchased and
any cash that was left on the Amazon gift card after making
the purchase as compensation for participating in the study.
After completing the purchase, the participants were asked
to complete a short survey which included questionnaires
about demographics, purchase decisions, expertise and pri-
vacy concerns.

For each category, we presented participants with a list
of 8 devices. These were all real products that had a listing
on Amazon. Specifically for the smart plug category, we
browsed through a list of smart plug devices that were priced
under $25 and manually analyzed their privacy policies to
generate an aggregate risk score or privacy rating. We then
selected a list of 8 devices such that (1) all the devices pro-
vided the same features, (2) all the devices were compatible
with Alexa, Google Home, iPhone and Android devices,
and (3) all devices that had a higher privacy score were
priced higher. If all the products were priced the same and
had the same features then people would obviously choose
to purchase products with a higher privacy rating. Here we
wanted to see if people would pay a higher price for privacy.

Participants for this study were recruited though ads
on classifieds, flyers and email blasts. We recruited 20
participants per group. So we had a total of 60 partici-
pants. The design was approved by the Institutional Review
Board(IRB).



5. Results

We found that participants in the high privacy default
condition were more likely to purchase products with a
higher privacy rating when compared to participants in the
control and the low privacy default conditions. This indicates
that people are more likely to pay a premium for privacy
when privacy information is made salient and the higher
privacy category is set as the default. Furthermore, despite
having visual indicators for privacy, people in the low pri-
vacy default condition made purchases that were similar to
the participants in the control group i.e. a significant number
of participants in both groups purchased products with the
lowest privacy rating. This demonstrates that making pri-
vacy information more accessible is not sufficient to make
participants purchase more privacy preserving products. The
design of the interface should also address the psychological
biases that are an inherent component of human decision-
making.

5.1. Demographics

All participants were over 18, and the sample skewed
younger. Fifty-six percent of the participants were between
18-25 years old; 31.68% were between 25-35 years old; and
11.67% of the participants were older than 35. Out of the
60 participants 53.34% were men and 46.66% were women
(32:M, 28F).

5.2. Time to Decision

We recorded the amount of time each participant re-
quired to select a smart plug device to purchase. Figure 5
compares the distribution of decision times of participants
in different experimental groups. On average participants in
the control and low privacy default conditions took 3.086
and 3.56 minutes, respectively, to select a device. While
the average decision time of participants in the low privacy
default group is higher than that of participants in the control
group, the median for the low privacy default condition is
less than that of the control group (median low privacy
default: 2.80 mins control: 3.21 mins). Participants in the
high privacy default condition on average took about 4.68
minutes to select a device to purchase. This was 1-1.5
minutes more than the participants in the control and the
low privacy default conditions.

We conducted a one sided t-test to see if the results
were statistically significant. The results from the test show
that the decision time between the high privacy default and
low privacy default is not statistically significant (t = 1.466,
df = 32.564, p-value = 0.076). The decision time between
the high privacy default and control group is statistically
significant (t = 2.2013, df = 28.589, p-value = 0.018).
Finally, the results between the low privacy default and
control group are not statistically significant (t = 0.88393,
df = 36.311, p-value = 0.1913).

Figure 5. Box plot comparing the distribution of decision times of partic-
ipants using the control, low privacy default and the high privacy default
versions of the marketplace.

While the control version of the marketplace presented
the devices as a single list, the other two versions of the mar-
ketplace categorized them into groups. So the participants
using the high privacy default and the low privacy default
versions of the marketplace had to switch between tabs to
look at devices within privacy categories other than their
default. Recall that the defaults would be immediate visible
without switching tabs, and be the first listed tab. As the
categorization of devices was the only difference in interac-
tion between the control and the two experimental groups,
it is reasonable to assert that this variation contributed to
the difference in time to decision between the control and
two experimental groups. Additionally, more participants in
the high privacy default group viewed devices within all
categories when compared to that of the low privacy default
group. (This is discussed in more detail in Section 5.3).
This could have contributed to the difference in decision
time between the two groups. Fewer participants in the low
privacy default group viewing devices within all privacy
categories could also explain the lower median.

The difference in decision time between the control
and experimental groups shows that people simply did not
pick the first listing. They carefully considered the options
presented to them before making their decision. However,
the factors that most influenced participants decisions varies
between groups.

5.3. Tabs Viewed

For both the high privacy default and the low privacy
default conditions, the devices were divided into categories
based on their privacy ratings. Each category consisted
of two devices and participants could switch between the
categories by clicking on the respective tabs. Here we report
the categories that participants viewed before selecting a
smart plug device to purchase.



Fifty-five percent of the participants in the low privacy
default condition viewed the devices in all 4 categories
before making a decision. The remaining 45% of the par-
ticipants viewed 3 or fewer categories before making their
decision. Participants that viewed 3 or fewer categories only
explored the devices within the lower privacy categories i.e.
they did not view the devices in the highest privacy category.
In some cases, participants explored categories with a higher
privacy rating for fitness devices and security cameras but
only viewed the default category (lowest privacy category)
before selecting a smart plug device. Note that both the price
range and the privacy rating is visible on the tabs. This could
indicate an overall disinterest in privacy, or an unwillingness
to spend more on devices regardless of the privacy rating
when the default presented offered a lower price.

Seventy-five percent of the participants in the high pri-
vacy default condition viewed the devices in all 4 cate-
gories before making a decision. The remaining 25% of
the participants made decisions after viewing only the high-
est privacy category. Some of the participants in the 25%
viewed devices in the lower privacy categories for the fitness
trackers and security cameras but only viewed the highest
privacy category for smart plug devices. The results show
that participants in the high privacy default category were
less likely to purchase devices with a lower privacy rating.

A significant portion of participants within the high
privacy default and the low privacy default conditions made
purchase decisions without viewing all devices. This implies
that the decision made by these participants was to a great
extent based on the privacy rating and the price of the device.
By not viewing the devices within other categories these
participants prevented themselves from being influenced by
attributes (like appearance) associated with products within
other categories. Therefore, by categorizing devices based
on their privacy rating and setting a high privacy default,
we can make participants attribute a higher value to the
privacy offered by the device.

5.4. Descriptive Statistics

The bar chart in Figure 6 compares the distribution of
privacy ratings for the products purchased by participants
in the three experimental conditions. The chart shows that
a lot more participants in the high privacy default condition
purchased products with the highest privacy rating when
compared to the participants in the control and low privacy
default conditions. Alternatively, more people in the control
and the low privacy default conditions purchased products
with the lowest privacy rating when compared to high
privacy default condition.

The bar chat also shows that the distribution of purchases
made by people in the control and low privacy default
conditions is close to identical. The same number of par-
ticipants within the two conditions purchased products with
the highest and lowest privacy rating.

Figure 6. Bar chart comparing the distribution of purchases made by
participants using the control, low privacy default and the high privacy
default versions of the marketplace.

5.5. High Privacy Default vs Control

One of the goals of this study was to determine whether
participants presented with salient privacy information and
high privacy defaults would be more likely to purchase
devices with a higher privacy rating when compared to
participants with no privacy information and defaults.

H1 : More participants using the high privacy de-
fault version of the marketplace will purchase
devices with a higher privacy rating when com-
pared to the participants using the control ver-
sion.

In order to determine this we performed single tailed
Wilcoxon rank sum test. The results from our test shows
that H1 is true (w=132.5, p-value = 0.029). These results
indicate that privacy information along with high privacy
defaults influence people to purchase devices with a higher
privacy rating.

5.6. High Privacy Default vs Low Privacy Default

The explicit goal for including a different defaults was
to compare a design with simple indicators to a design with
simple indicators presented in a manner intended to address
biases in decision-making.

H2 : More participants using the high privacy de-
fault version of the marketplace will purchase
devices with a higher privacy rating when com-
pared to the participants using the low privacy
default version.

We designed the study to determine if participants in two
different groups with accessible privacy information would
make different purchases when the default were different.
Specifically, we wanted to see if more participants in the
high privacy default condition purchased products with a
higher privacy rating when compared to the low privacy
default condition. Once again we performed the single tailed
Wilcoxon rank sum test. The results from our tests show



that H2 is true (w = 260.5, p-value = 0.044). People in the
high privacy default condition are more likely to purchase
devices with a higher privacy rating compared to people in
the low privacy default condition.

Despite having the same indicators for privacy, partici-
pants in the high privacy default group and the low privacy
default group made significantly different purchase deci-
sions. This indicates that participants’ privacy preferences
were constructed at the time of decision making rather than
being predetermined. Due to this lack of fixed preference
participants’ decisions were influenced by the order of the
categories and the default. Participants who were endowed
with the highest privacy (started of with the highest privacy
default) were less likely to give it up in exchange for saving
money. In other words, they were less likely to accept
payment for giving up their privacy. At the same time,
participants who were not endowed with privacy (started
of with the lowest privacy default) were less likely to spend
a few more dollars to protect their privacy (they were not
willing to pay to protect their privacy).

5.7. Control vs Low Privacy Default

Finally, we wanted to determine if people in the low pri-
vacy default condition were more likely to purchase devices
with a higher privacy rating when compared to the control
group. Specifically, we wanted to see if accessible privacy
ratings alone were sufficient to make people purchase de-
vices with a higher privacy rating. The inclusion of the low
privacy default enabled a comparison of a marketplace with
unusable privacy information to one where the information
is not available. The results from the single tailed Wilcoxon
rank sum test indicate that there is no significant difference
between the control and low privacy default conditions
(w = 192, p-value = 0.41). This indicates that presenting
users with accessible privacy rating alone is not sufficient
to make them purchase devices with a higher privacy rating.
The design should also address the psychological biases
associated with decision making.

People have a tendency to discount future risks for
immediate short-term benefits [3], [4], [30], [38]. The high
privacy default condition mitigates this issue by employing
status-quo bias to favor risk-averse behaviour. However, the
low privacy default condition does not address this issue.
Therefore, a significant number of participants in the low
privacy default group chose to save money now rather than
protect themselves against future risks associated with loss
in privacy.

5.8. Price

All devices that had a higher privacy rating were more
expensive than those with a lower privacy rating. Therefore,
any participant that decided to purchase a device from a
higher privacy category had to pay a premium for it. More
participants in the high privacy default category purchased
devices with a higher privacy rating when compared to the
participants in other experimental groups. It follows that

more participants in the high privacy default condition paid
a premium for privacy. Here we provide the results from
our analysis on differences in prices of products purchased
by participants in different experimental conditions.

Each privacy category consisted of two smart plug de-
vices. The prices of both devices for a given category
were higher than those from a lower privacy category; and
their prices were different from each other. We computed
the price premium by calculating the difference in price
between the lowest priced product in the lowest privacy
category and the lowest priced product in the category from
which the participant purchased the device. In other words,
this is the difference in starting prices between the two
categories. An illustration of this can be found in Figure 7.
We believe that this provides us a conservative estimate for
the premium paid by the participants. Additionally, when
switching between categories, participants are more likely to
compute the difference in starting prices between categories
as this information is prominently displayed on the tabs.

Figure 7. The price premium when a participant purchases a device from
the highest privacy category is $10.96. This is calculated by computing
the difference in starting prices between the highest and lowest privacy
categories.

On average the participants in the high privacy default
condition paid a premium of $6.18 with $6 being the me-
dian. The participants in the low privacy default condition
on average paid a premium of $3.74 with $3 being the
median. Participants in the control condition on average paid
a premium of $3.44 with a median of $3. A comparison of
means shows that the participants in the high privacy default
condition on average paid $2.44 more than the participants
in the control and low privacy default conditions.

We conducted a single tailed Wilcoxon’s rank sum
test to evaluate the statistical significance between groups.
The results from the test shows that the price differences
between the high privacy default condition and the low
privacy default condition were statistically significant (W
= 260.5, p-value = 0.044). The price differences between
high privacy default and control conditions were also sig-
nificant (W = 267.5, p-value = 0.029). Finally, the price
differences between the low privacy default and the control
conditions were not statistically significant (W = 208, p-
value = 0.4147).



6. Discussion

The results from our experiment show that more par-
ticipants in the high privacy default condition purchased
devices from the highest privacy category when compared
to the other two experimental groups. Conversely, those
participants in the low privacy default condition made more
purchases from the lowest privacy category. In fact, the
purchases among the participants in the low privacy default
were statistically indistinguishable from those in the control
group, who had no indicators for privacy. Recall that both
privacy rating and price range were presented in each tab.
Thus one possible conclusion was that participants in the low
privacy default group attributed a higher weight to the short
term benefits of saving money when compared to potential
future risks associated with loss of privacy.

Note that the control group had no privacy information,
only price information. The design goal of the low privacy
default was to provide information clearly differentiating be-
tween the privacy provided by different devices (i.e. address-
ing information asymmetry) and to offer cognitively easy
comparisons of this information (i.e., addressing bounded
rationality). With only the low privacy default we would
be forced to conclude that there was no evidence that
participants valued privacy.

The high privacy default provided exactly the same
information as the low privacy default and also changed the
ordering of the offerings. Defaults are powerful in user secu-
rity and privacy practices [76]. For example, a comparison
of nine-digit zip codes comparing homeowners’ decisions
to enable encryption to protect home wireless networks
found that router defaults dominated education, income, and
density in predicting user behavior [36].

The order of the offerings can itself have an effect,
even in high-stakes decision-making [26]. Ordering effects
are difficult to distinguish from the underlying ratings, fa-
miliarity, or popularity that often also impinge decision-
making [1]. Yet ordering effects in isolation are known
to be powerful. This is true even in offline information
interactions; as these are also subject to biases in decision-
making. For example, when search was dominated by list-
ings in physical white pages directories professional service
agencies often sought names that ensured their listed was
first, e.g., AAA Plumbing or 1A Plumbers. In any domain
evaluating the influences on decision-making in field re-
search is difficult. However, these results in a controlled
experiment provide strong indications of the potential of
a comprehensive approach to inform decision-making by
mitigating biases

The possibility that participants in all groups simply
made the first choice is mitigated by two factors. First,
the time to decision was different between groups. If all
three participants simply made the decision to select the
first listing, then the decision times should be similar. Recall
that the average decision time for the high privacy default
was 52% higher than that of the control group, and 31.4%
higher than the low privacy default. In fact, the t-test showed
that the decision time was statistically significant between

the high privacy default group and the control group (p-
value = 0.018). The t-test showed that the decision time
was marginally significant between the high privacy default
and the low privacy default conditions.

Second, the participants in the high privacy default had
to choose to pay more money. Were all the devices the
same prices, we could not distinguish these purchases from a
simple status-quo decision. The difference in price indicates
a difference in perceived benefit. Together, spending more
time and spending more money argues that the differences
are substantive as well as significant.

Addressing information asymmetry and bounded ratio-
nality proved insufficient in this interaction design to facil-
itate privacy-aware decisions. The design of the interface
had to also address the psychological biases associated with
decision making for there to be a significant difference.
Previous research has focused on a range of interactions
to provide privacy information, and to address the issue
of information asymmetry in privacy and security. Exper-
iments have used lock icons, eye icons, interactive eye
icons, warning sounds, pop-up warnings, labels, and a little
bird for the web [13], [44], [51], [64], [67], [80]. Yet the
finding in these experiments have not been consistent when
replicated. For example when Benton et al. repeated the
experiment by Schlegel et al., using eyes as indicators, the
results were inconclusive( [13], [67] respectively). Rajivan
et al had an identical control group as Feltman, but the per-
centage of participants who viewed permissions decreased
precipitously( [28], [64] respectively). Reproducibility in
security and privacy is notoriously difficult, and this work
may illuminate one of the reasons for this in behavioral
analysis.

Our results indicate that some of the variance in previous
work may be explained by having experiments that address
a subset of the three factors we consider here. Similarly,
experiments that include only nudging could be re-evaluated
by expanding them to address information provision and risk
communication.

The results show two very different behaviors in one
experiment. Explicitly, we found both that people will trade
privacy for small amounts of money (low privacy default)
and people will pay for privacy (low privacy default). The
difference between these groups is the presentation of the
information. We have empirical results from a theoretically-
grounded argument that the difference is that when people
are endowed with privacy their willingness to sell that
privacy for small amounts of money significantly decreases
as opposed to the case when they perceive themselves to be
paying for privacy.

The reality that there is very little privacy with Internet-
connected devices and that data surveillance is ubiquitous
creates a situation where people experience privacy as a
willingness to buy situation. On the positive side this implies
that fairly small changes can make a difference; for example,
if Mozilla made privacy-enhancing browsing as a default or
if Amazon listed devices ordered by privacy information.
On the negative side, if the unwillingness to buy privacy
and security is a result of the lack of security and privacy



then this can be seen as a negative feedback situation or
a collective action problem both of which are notoriously
difficult to resolve.

The groups of participants were not distinguishable;
however, we cannot empirically reject the possibility that
there was some unobservable endogenous difference in our
participants or in our subtle interactions with participants.
While this is true of all evaluations of human behavior and
supports repeated investigations into the phenomena referred
to as the privacy paradox, it cannot be rejected out of
hand. Only reproduction of the experiment can address this
possibility. To mitigate this we have provided information
(including visualizations) to enable reproduction of the ex-
periment and would provide the code used in our experiment
upon request.

Finally, we close the discussion by highlighting the po-
tential of powerful marketplaces, none more than Amazon,
for improving the level of privacy in the IoT ecosystem. The
majority of the IoT devices passively collect information
about their users. As noted above, interviews with people
evaluating IoT devices found that information about privacy
and security was difficult for them to locate, with some par-
ticipants saying it was “impossible” [25]. We have illustrated
that with positive framing and risk information there is a
real demand for privacy that could profit the marketplace
and create incentives for privacy-aware IoT.

7. Conclusions

People often express high degrees of concern for their
online privacy but their behavior does not consistently align
with their expressed concerns [11], [49], [60]. The gap
between users’ expressed concerns and their behavior has
been found to be impinged by three factors: Information
Asymmetry, Bounded Rationality and Psychological Bi-
ases [4], [63], [75]. Our goal in this work was to develop
a marketplace that addressed all three of these phenomena
in its interface design. We reduced information asymmetry
by classifying the relative level of privacy risks in each
device. The privacy policies of the device and the asso-
ciated app were integrated into this privacy rating. The
issue of bounded rationality was addressed by providing
this rating information in a tab during the purchase. We
also summarizing and provided an additional visualization
with a simple 1-5 scale using the lock icons proven to
be effective in previous research with mobile devices [64].
The goal was to present indicators to enable comparisons
between devices at the decision time with minimal cognitive
effort. Finally, we mitigated the effects of psychological
biases that adversely affected privacy risk valuations by
incorporating design aspects that encouraged risk-averse
behavior. Specifically the inclusion of visual ratings not only
addressed ease of comparison but also should make privacy
more salient. The choice of a high privacy default in one
condition was designed to create a feeling of endowment, so
that the participant would have to choose to give up privacy
(willingness to sell) rather than pay more to purchase privacy

(willingness to buy). We then tested the effectiveness of the
design by conducting a between subjects experiment.

In the experiment, participants in both the low privacy
default and high privacy default condition were presented
with the same indicators for privacy risk, but the framing
was different. The resulting purchase decisions made by
participants in these two groups were significantly differ-
ent, with only the high privacy default participants making
privacy preserving decisions significantly different that the
control group. The difference between low privacy default
and control were not statistically significant. We argue that
the difference in behavior is due to the different in privacy
perspectives generated by the two designs. As participants in
the high privacy default condition have the highest privacy
category as the default, switching to a lower privacy category
implies monetary gain and a loss in privacy. Since people
attribute a higher weight to losses caused by a change in
state they are more likely to attribute a higher weight to
the loss in privacy. The status-quo would predict that these
participants would keep the highest privacy category and
purchase a product within that category. Participants in the
low privacy default condition start of with the lowest privacy
category as their default. So choosing a higher privacy
category would result in a loss in monetary savings. Again,
these participants stayed with their default category and
purchased devices that were priced low: losing privacy to
save money.

The results from the experiment further strengthen the
argument that user preferences are constructed at decision
time rather than being predetermined [29], [43], [61], [70].
Therefore, any design that seeks to facilitate privacy pre-
serving decisions should address the psychological biases
associated with user decision making.

The results from the experiment also show that when
information asymmetry, bounded rationality, and psycholog-
ical biases were all addressed people would pay a premium
for privacy. In our case, people in the high privacy default
condition on average paid a $6 premium for privacy. This
was $2.44 more than what participants in the control and
low privacy default conditions paid. While design aspects of
the interface can influence people to pay more for privacy
this also depended on the difference in prices between cate-
gories. There may also be a threshold for the premium that
people would be willing to pay for privacy. The threshold
maybe higher for devices that are more privacy sensitive
like baby monitor or home surveillance cameras and lower
for less privacy sensitive for devices like smart plugs. More
research is needed to evaluate the pricing of privacy in the
presence of the endowment effect and very strong privacy
as a default.
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