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1 Introduction

Measures frequently occur in database and data mining applications. In database queries and in data cube computations, measures such as count, max, min, sum, and average are commonly used [18]. In query processing and optimization, histograms, which are synthesized frequency objects naturally emerge [25]. In data mining applications such as the frequent item sets problem, the frequency of occurrences set of items in a collection of baskets is central [1]. Other areas of information processing where measures are used include information retrieval [6], web searching [8], and bibliometrics [13].

The main contribution of our paper is the introduction of an axiomatic framework to define and study the properties of such additive measures. Conceptually, our framework is to additive measures what first-order logic is to queries. To the database and data mining theory community, our approach offers a platform for the systematic study of a significant class of measures. To the database and data mining community at large, our approach can be interpreted for specific measures, and provides a tool to study their properties.

Our framework for measures is inspired by the mathematical framework for measures over finite sets [10]. In that framework, given a finite set $S$, a nonnegative function $\mathbf{m} : 2^S \rightarrow \mathbb{R}$, is called a measure if for each pair $Y$ and $Z$ of disjoint subsets of $S$ (i.e., $Y \cap Z = \emptyset$), we have that
\[
\mathbf{m}(Y \cup Z) = \mathbf{m}(Y) + \mathbf{m}(Z).
\]
This property is called additivity. It can easily be seen that, as a consequence, mathematical measures also satisfy the following two properties:

\[
\mathbf{m}(X) \leq \mathbf{m}(X \cup Y); \quad (1)
\]
\[
\mathbf{m}(Y \cup Z) + \mathbf{m}(Y \cap Z) = \mathbf{m}(Y) + \mathbf{m}(Z). \quad (2)
\]

The first property is called isotonicity, the second modularity.$^4$

---

$^3$ Most of these measures are of an additive nature: the measure of a data object can be estimated by summing the measures of its sub-objects.

$^4$ The modularity property clearly is an instance of the generalized inclusion-exclusion principle [20].
Whereas mathematical measures satisfy the pair of inequality (1) and equality (2), many measures only satisfy weaker conditions. Consider, for example, the \textit{max} function defined over finite sets of non-negative numbers. This function clearly has the isotonicity property since \( \max(X) \leq \max(X \cup Y) \), but it does not have the modularity property, since, in general, it is not the case that \( \max(Y \cup Z) + \max(Y \cap Z) = \max(Y) + \max(Z) \) (take \( Y = \{1, 2\} \) and \( Z = \{1, 3\} \) to see this). Thus \textit{max} is not a mathematical measure. However, as can be easily shown, \textit{max} satisfies the weaker condition

\[
\max(Y \cup Z) + \max(Y \cap Z) \leq \max(Y) + \max(Z).
\]

which we will call \textit{submodularity}.

Given the insights above, a more general framework for measures could be based on the isotonicity and submodularity properties.\footnote{Observe that it follows from the previous discussion that each mathematical measure (on finite sets) will be a measure in our framework, but clearly not the other way around.} Such a framework would be too narrow, however. Too see this, consider the \textit{min} function over finite sets. Obviously, a framework for measures that encompasses \textit{max} should also encompass \textit{min}. Unfortunately, \textit{min} is neither isotone, nor submodular. However, \textit{min} is \textit{anti-isotone}, since \( \min(X) \geq \min(X \cup Y) \), and \textit{min} is “anti-” submodular (henceforth called \textit{supermodular}), i.e.,

\[
\min(Y \cup Z) + \min(Y \cap Z) \geq \min(Y) + \min(Z).
\]

Therefore, functions that are anti-isotone and supermodular will also be considered measures.

In summary, at the core of our framework for measures are the concepts of isotonicity, anti-isotonicity, submodularity, and supermodularity for nonnegative (finite) set-based functions. These concepts and their properties are summarized in Section 2. It turns out that many measures occurring in databases and data mining can be accommodated in our framework. This will be pursued in Section 3 and will serve as justification for the appropriateness of the approach we chose.

Many other useful properties of measures can be derived in the framework. As a useful example, for an isotone measure \( \mathcal{M} \), it is
the case that \( \max(\mathcal{M}(Y), \mathcal{M}(Z)) \leq \mathcal{M}(Y \cup Z) \leq \mathcal{M}(Y) + \mathcal{M}(Z) \).

This property and others are derived in Section 4. Arguably, the most interesting properties derived there provide upper and lower bounds on the measures of sets in terms of the measures of certain of their subsets. The main proposition in the section relates measures to average functions, which can be shown to be increasing and concave for isotope measures, and decreasing and convex for anti-isotope measures.

A natural issue that arises when considering measures is their rate of change. For a measure \( \mathcal{M} \), we consider the rate of change at a set \( X \), with displacement \( Y \), to be the quantity \( \mathcal{M}(X \cup Y) - \mathcal{M}(X) \). Observe that there is a direct analogy to the theory of finite differences [17]. Our rate of change corresponds to the first finite difference. A high value for this difference signals strong independence (anti-correlation) between \( X \) and \( X \cup Y \) (relative to \( \mathcal{M} \)), whereas a low value indicates strong interdependency (correlation) between \( X \) and \( X \cup Y \). For instance, when the rate is zero, i.e., \( \mathcal{M}(X) = \mathcal{M}(X \cup Y) \), one has that the measure at \( X \cup Y \) is entirely determined by the measure at \( X \), i.e., \( X \) completely determines \( Y \) relative to \( \mathcal{M} \). In addition to considering the rate of change of \( \mathcal{M} \), it turns out that studying the rate of change of the rate of change of \( \mathcal{M} \) (i.e., the second finite difference) is also significant. The first and the second rate of change functions of measures, which we call measure differentials, are studied in Sections 5. In particular we derive a series of inequalities that hold between measure differentials.

These inequalities become useful when we consider them in the context of the study of constraints on measures. The most natural constraints occur when certain measure differentials are zero. We consider this issue in Section 6. In that section, using the inequalities on measure differentials, we obtain inference rules for such constraints. The inference systems thus obtained are very similar in form to inference systems that have appeared in the literature, such as the Armstrong axioms for functional dependencies in relational databases [4]. We conclude Section 6 by interpreting our constraints for various measures discussed in Section 3. In Section 7, finally, we exploit these interpretations to prove the completeness of some of our inference systems for measure constraints.
2 Measures

In this section, we define various kinds of measures and relate them to each other. We also make a comparison with probabilistic measures [24].

2.1 Basic definitions and properties

In the rest of the paper, \( S \) denotes a finite set, \( \mathcal{M} \) and \( \mathcal{N} \) denote nonnegative real functions over \( 2^S \), and the variables \( U, V, X, Y, \) and \( Z \) range over \( 2^S \). Furthermore, \( XY \) is short for \( X \cup Y \).

Definition 1. The function \( \mathcal{M} \) is

- isotone if \( \mathcal{M}(X) \leq \mathcal{M}(XY) \);
- anti-isotone if \( \mathcal{M}(X) \geq \mathcal{M}(XY) \);
- submodular if \( \mathcal{M}(YZ) + \mathcal{M}(Y \cap Z) \leq \mathcal{M}(Y) + \mathcal{M}(Z) \);
- supermodular if \( \mathcal{M}(YZ) + \mathcal{M}(Y \cap Z) \geq \mathcal{M}(Y) + \mathcal{M}(Z) \).

If \( \mathcal{M} \) is isotone or anti-isotone, then \( \mathcal{M} \) is called a weak measure. If \( \mathcal{M} \) is isotone and submodular, respectively anti-isotone and supermodular, then \( \mathcal{M} \) is called a measure.

The following, obvious proposition justifies our terminology.

Proposition 1. A measure is also a weak measure.

The following proposition (the proof of which is straightforward) will allow us to primarily focus on isotone weak measures and measures only.

Proposition 2. Let \( \mathcal{M} \) and \( \mathcal{N} \) be related as follows as follows:

\[
\mathcal{N}(X) = \mathcal{M}(S) + \mathcal{M}(\emptyset) - \mathcal{M}(X).
\]

Then

1. \( \mathcal{N} \) is isotone if and only if \( \mathcal{M} \) is anti-isotone, and vice-versa;
2. \( \mathcal{N} \) is submodular if and only if \( \mathcal{M} \) is supermodular, and vice-versa.
Submodular and supermodular functions [15] have been studied extensively because they are the discrete analogues of concave and convex functions, respectively, and because they emerge in many combinatorial optimization problems.

The following proposition gives a useful characterization of measures.

**Proposition 3.** 1. The function $\mathcal{M}$ is an isotone measure if and only if $\mathcal{M}(XYZ) + \mathcal{M}(X) \leq \mathcal{M}(XY) + \mathcal{M}(XZ)$.

2. The function $\mathcal{M}$ is an anti-isotone measure if and only if $\mathcal{M}(XYZ) + \mathcal{M}(X) \leq \mathcal{M}(XY) + \mathcal{M}(XZ)$.

**Proof.** We only prove the first statement. By applying Proposition 3, the second statement easily follows.

We first consider the *if* case. Thus, suppose the condition stated above holds. The isotonicity condition can be obtained from it by equating $Z$ with $Y$. Similarly, the submodularity condition can be obtained by equating $X$ with $Y \cap Z$.

We now turn to the *only if* case. Thus, suppose $\mathcal{M}$ is both isotone and submodular. Because of submodularity,

$$\mathcal{M}(XYZ) + \mathcal{M}(XY \cap XZ) \leq \mathcal{M}(XY) + \mathcal{M}(XZ).$$

Because of isotonicity, $X \subseteq XY \cap XZ$ implies $\mathcal{M}(X) \leq \mathcal{M}(XY \cap XZ)$. Therefore,

$$\mathcal{M}(XYZ) + \mathcal{M}(X) \leq \mathcal{M}(XY) + \mathcal{M}(XZ).$$

Submodularity alone does not imply isotonicity, and hence not the condition in Proposition 3. Arguably, the best known examples of functions that are submodular and not isotone are *cut functions* of graphs [15]. Let $G = (S, E)$ be a finite directed graph. For $V \subseteq S$, define the *cut* of $V$, denoted $\delta(V)$, as follows:

$$\delta(V) = \{(v, w) \in E \mid v \in V \text{ and } w \notin V\}.$$

The cut function $f : 2^S \to \mathbb{R}^{\geq 0}$ of the graph $G$ is defined as follows\(^6\):

$$f(V) = |\delta(V)|.$$

\(^6\) Usually the cut function of a graph is defined in the context of a *capacity function*. This function associates with each edge in the graph a weight (its capacity). Here we use the capacity function that associates with each edge the value 1.
It can be shown that \( f \) is a submodular function, i.e.,

\[
f(VW) + f(V \cap W) \leq f(V) + f(W).
\]

However, \( f \) is not necessarily isotone. For example, let \( S = \{a, b\} \) and \( E = \{(a, b)\} \). Then \( f(\{a\}) = 1 \), but \( f(\{a, b\}) = 0 \). Consequently, this function \( f \) is not a measure in the sense of Definition 1.

### 2.2 Relationship to probabilistic measures

A finite probability space is defined as a triple \((S, 2^S, p)\), where \( S \) is the sample space, \( 2^S \) the set of events, and \( p : 2^S \rightarrow [0, 1] \) a function such that

1. \( p(S) = 1 \); and
2. \( p(Y Z) = p(Y) + p(Z) \) if \( Y \cap Z = \emptyset \).

In particular, it follows that \( p \) is a probabilistic measure. It is an easy exercise that probabilistic measures are always isotone and submodular, and therefore isotone measures according to Definition 1. Thus, each probabilistic measure is a submodular measure.

The opposite is of course not true. However, for a non-constant submodular measure \( \mathcal{M} \), we can define the function

\[
p_{\mathcal{M}}(X) = \frac{\mathcal{M}(X) - \mathcal{M}(\emptyset)}{\mathcal{M}(S) - \mathcal{M}(\emptyset)}.
\]

Clearly, \( p_{\mathcal{M}} : 2^S \rightarrow [0, 1] \) is a monotone function satisfying

1. \( p_{\mathcal{M}}(S) = 1 \); and
2. \( p_{\mathcal{M}}(Y Z) \leq p_{\mathcal{M}}(Y) + p_{\mathcal{M}}(Z) \) if \( Y \cap Z = \emptyset \).

Thus, with each submodular function we can associate a function that has certain characteristics of probabilistic measures.

### 3 Measures in database and data mining applications

In the following subsections, we describe a variety of application areas in databases and data mining where (weak) measures occur
naturally. We identify these and fit them in the framework specified in Section 2.

In the area of databases, we consider aggregation functions, and, in the area of data uniformity in relational databases, we consider the probability-based Gini index and the Shannon entropy measure. In the area of data mining, we focus on measures occurring in the context of the frequent item set problem.

3.1 Databases - aggregation functions

Computations requiring aggregation functions occur frequently in database applications such as query processing, data cubes [18], and spreadsheets. Among the most often used aggregation functions are count, sum, min, max, and order statistics. Each of these functions operates on finite sets. Except in the case of count, we assume that the sets on which they work consist of nonnegative integers. We show that all of these functions are either weak measures or measures.

1. Let count($X$) be the cardinality of $X$. By Proposition 3, count is an isotone measure, since

$$\text{count}(XYZ) + \text{count}(X) \leq \text{count}(XY) + \text{count}(XZ).$$

2. Let sum($X$) = $\sum_{x \in X} x$, for $X \neq \emptyset$, and sum($\emptyset$) = 0. By Proposition 3, sum is an isotone measure, since

$$\text{sum}(XYZ) + \text{sum}(X) \leq \text{sum}(X \cup Y) + \text{sum}(XZ).$$

3. Let max($X$) be the largest integer in $X$, for $X \neq \emptyset$, and let max($\emptyset$) be the smallest element in $S$. Now, either max($XYZ$) = max($XY$) or max($XYZ$) = max($XZ$). In the former case, it follows from max($X$) $\leq$ max($XZ$) that

$$\text{max}(XYZ) + \text{max}(X) \leq \text{max}(XY) + \text{max}(XZ).$$

In the latter case, the inequality above follows from max($X$) $\leq$ max($XY$) and max($XYZ$) = max($XZ$). By Proposition 3, max is an isotone measure.

4. Let min($X$) be the smallest integer in $X$, for $X \neq \emptyset$, and let min($\emptyset$) be the largest element in $S$. With an argument running along the same lines as in the previous case, one can easily see that min is an anti-isotone measure.
5. Order statistics are used to determine the $i$th smallest element of a set. For example, the second order statistic, denoted $\min_2(X)$, returns the second smallest element in $X$. More precisely, $\min_2(X) = \min(X - \{\min(X)\})$. Clearly, $\min_2$ is anti-isotone. However, it is not supermodular: the supermodularity condition in Definition 1 fails for $Y = \{1, 10, 11\}$ and $Z = \{2, 10, 11\}$. In general, order statistics are weak measures.

Aggregate functions derived from the above are not necessarily measures or weak measures however. For example, consider the average function defined by $\text{avg}(X) = \text{sum}(X)/\text{count}(X)$, if $X$ is nonempty, and $\text{avg}(\emptyset) = 0$. This function is not isotone ($X = \{1\}$ and $Y = \{0, 1\}$ in the defining condition in Definition 1) and not anti-isotone ($X = \{1\}$ and $Y = \{1, 2\}$). From this example, it follows, that, in general, the quotient of two measures is not necessarily a measure or even a weak measure. Similarly, the variance and median functions are not weak measures.

### 3.2 Databases—data uniformity

Consider the values occurring in an attribute of a relation. These values can occur uniformly (e.g., the values “male” and “female” in the gender attribute of a census), or skewed (e.g., the values for the profession attribute in the same census). Measuring these degree of uniformity can influence how data of these types are stored or processed, or both. When data are numeric, a common way to measure uniformity is the variance statistic. This statistic computes the average of the distances between data values and their average. To measure data uniformity for categorical data, however, it is more useful to consider probability-based measures. Here, we consider two such measures: the Gini index and the Shannon entropy measure. The Gini index was introduced in economics to study the distribution of incomes [16].\(^7\) The Shannon entropy measure was introduced to measure uniformity in communication data [27]. Unlike variance, these functions are specified in terms of probability distributions defined over the data sets.

\(^7\) A closely related measure is the Simpson diversity measure was introduced to study the concept of diversity in ecologies and is defined as 1 minus the Gini index [29].
The Gini index Let $\rho$ be a nonempty finite relation over the relation schema $S$, and let $p$ be a probability distribution over $\rho$ satisfying $p(t) \neq 0$ for all $t \in \rho$. For $X \subseteq S$, define $p_X$ to be the marginal probability distribution of $p$ on $X$. Thus, for $x \in \pi_X(\rho)$, $p_X(x) = \sum_{t \in \rho} I[t(X) = x] p(t)$. Now define

$$G(X) = \sum_{x \in \pi_X(\rho)} p_X(x)(1 - p_X(x)) = 1 - \sum_{x \in \pi_X(\rho)} p_X^2(x).$$

Notice that $G(\emptyset) = 0$. The function $G$ is known as the Gini index.

We first show that $G$ is isotone. Therefore, let $X$ and $Y$ be subsets of $S$, and put $Z = XY$. Since $X \subseteq Z$, we have that, for each $x \in X$, $p_X(x) = \sum_{z \in \pi_Z(\rho_x)} p_Z(z)$, where $\rho_x = \sigma_{X=x}(\rho)$. Therefore,

$$p_X^2(x) = \left[ \sum_{z \in \pi_Z(\rho_x)} p_Z(z) \right]^2 \geq \sum_{z \in \pi_Z(\rho_x)} p_Z^2(z).$$

Hence,

$$G(X) = 1 - \sum_{x \in \pi_X(\rho)} p_X^2(x) \leq 1 - \sum_{x \in \pi_X(\rho)} \sum_{z \in \pi_Z(\rho_x)} p_Z^2(z) = 1 - \sum_{z \in \pi_Z(\rho)} p_Z^2(z) = G(Z) = G(XY).$$

Observe that the double summation collapses to a single summation because $\{\pi_Z(\rho_x) \mid x \in \pi_X(\rho)\}$ is a partition of $\pi_Z(\rho)$.

We next show that $G$ is submodular. Let $U = Y \cap Z$ and $V = YZ$. We have to prove that $G(U) + G(V) \leq G(Y) + G(Z)$. Thereto, let $u \in \pi_U(\rho)$. The contribution of $u$ to both terms of the left-hand side of the inequality is

$$p_U(u)(1 - p_U(u)) + \sum_{v \in \pi_V(\rho_u)} p_V(v)(1 - p_V(v))$$

$$= p_U(u) - p_U^2(u) + \sum_{v \in \pi_V(\rho_u)} (p_V(v) - p_V^2(v))$$

$$= p_U(u) - \left[ \sum_{v \in \pi_V(\rho_u)} p_V(v) \right]^2 + \sum_{v \in \pi_V(\rho_u)} p_V(v) - \sum_{v \in \pi_V(\rho_u)} p_V^2(v)$$

$$= 2p_U(u) - \left[ \sum_{v \in \pi_V(\rho_u)} p_V(v) \right]^2 + \sum_{v \in \pi_V(\rho_u)} p_V^2(v).$$
The contribution of $u$ to both terms of the right-hand side of the inequality is

$$
\sum_{x \in \pi_X(\theta_u)} p_X(x)(1 - p_X(x)) + \sum_{y \in \pi_Y(\theta_u)} p_Y(y)(1 - p_Y(y))
= \sum_{x \in \pi_X(\theta_u)} [p_X(x) - p_X^2(x)] + \sum_{y \in \pi_Y(\theta_u)} [p_Y(y) - p_Y^2(y)]
= \sum_{x \in \pi_X(\theta_u)} p_X(x) - \sum_{x \in \pi_X(\theta_u)} p_X^2(x) + \sum_{y \in \pi_Y(\theta_u)} p_Y(y) - \sum_{y \in \pi_Y(\theta_u)} p_Y^2(y)
= 2p(u) - \left[ \sum_{x \in \pi_X(\theta_u)} p_X^2(x) + \sum_{y \in \pi_Y(\theta_u)} p_Y^2(y) \right]
= 2p(u) - \left[ \sum_{x \in \pi_X(\theta_u)} \left( \sum_{v \in \pi_Y(\theta_v)} p_Y(v) \right)^2 + \sum_{y \in \pi_Y(\theta_u)} \left( \sum_{v \in \pi_Y(\theta_v)} p_Y(v) \right)^2 \right].
$$

Since each term in the quadratic expansion of

$$
\sum_{x \in \pi_X(\theta_u)} \left( \sum_{v \in \pi_Y(\theta_v)} p_Y(v) \right)^2 + \sum_{y \in \pi_Y(\theta_u)} \left( \sum_{v \in \pi_Y(\theta_v)} p_Y(v) \right)^2
$$
occurs, in an injective way, in the quadratic expansion of

$$
\left[ \sum_{v \in \pi_Y(\theta_v)} p_Y(v) \right]^2 + \sum_{v \in \pi_Y(\theta_v)} p_Y^2(v),
$$
the submodularity inequality (Definition 1) holds relative to $u$. Since $u$ was arbitrary, the submodularity inequality holds.

Hence, the Gini index is an isotone measure in our setting.

**The Shannon entropy measure** Define

$$
\mathcal{H}(X) = - \sum_{x \in \pi_X(\theta)} p_X(x) \log p_X(x).
$$

The function $\mathcal{H}$ is known as the **Shannon entropy measure**. It was proved in [21, 14] that $\mathcal{H}$ is isotone and submodular. A simple proof can be found in [12]. Hence, the Shannon entropy measure is an isotone measure in our setting.
3.3 Data mining—frequent item sets

An important problem in data mining is discovering frequent item sets. In this problem, a set of baskets is given. Each basket contains a set of items. In practice, the items may be products sold at a grocery store, and baskets correspond to items bought by its customers. The frequent item sets problem is to find the item sets that occur frequently together within the baskets. In the example, these frequent item sets can guide how items are placed strategically in the store. The notion of frequency associated with this problem turns out to be an anti-isotone measure in our setting. The anti-isotonicity principle known as the apriori rule is at the heart of the apriori algorithm for solving the the frequent item sets problem [1]. This algorithm only considers a set to be a candidate frequent item set if all its subsets are already found to be frequent. In turn, the apriori algorithm is used to obtain association rules which establish predictions about how buying certain items implies buying other items.

More formally, let \( S \) be a set of items and let \( \mathcal{B} \) be a nonempty finite set of baskets, each containing a set of items (i.e., a subset of \( S \)). Define \( \mathcal{B}(X) = \{ B \mid X \subseteq B \text{ and } B \in \mathcal{B} \} \). Observe that \( \mathcal{B}(Y \cap Z) = \mathcal{B}(Y) \cap \mathcal{B}(Z) \) and that \( \mathcal{B}(Y \cap Z) \supseteq \mathcal{B}(Y) \cup \mathcal{B}(Z) \). Define

\[
\text{freq}(X) = \frac{|\mathcal{B}(X)|}{|\mathcal{B}|}.
\]

Clearly, \( \text{freq}(X) \geq \text{freq}(XY) \), whence \( \text{freq} \) is anti-isotone. It is also supermodular, since

\[
|\mathcal{B}(Y \cap Z)| \geq |\mathcal{B}(Y) \cup \mathcal{B}(Z)|
= |\mathcal{B}(Y)| + |\mathcal{B}(Z)| - |\mathcal{B}(Y) \cap \mathcal{B}(Z)|
= |\mathcal{B}(Y)| + |\mathcal{B}(Z)| - |\mathcal{B}(Y \cup Z)|.
\]

Hence, \( \text{freq} \) is an anti-isotone measure.

4 Additional inequalities for measures

In this section, we deduce other useful inequalities from the definitions of measures. Not surprisingly, some of these inequalities have
already been used in applications for specific measures. As an example, consider rule 2 in Proposition 4, which states that, for each isotone measure $M$, $M(S) + M(\emptyset) \leq M(\overline{X}) + M(X)$. When $M$ is the Shannon entropy measure\(^8\), this rule states that the entropy of $S$ is smaller than the sum of the entropies of the components of a decomposition of $S$ into two disjoint subsets \([11]\). As a second example, consider the analog for anti-isotone measures of rule 1 in Proposition 4. When $M$ the $\text{freq}$ measure of Section 3.3, this rule translates into the apriori rule, which states that if an item set is frequent then it subsets are also frequent\(^9\).

In addition to the bounds specified in Proposition 4, we consider bounds expressed in terms of certain average functions associated with measures. We will show that for an isotone measure (anti-isotone measure), that these associated average functions are increasing and concave (decreasing and concave, respectively).

**Proposition 4.** Let $Y$ be a nonempty set of subsets of $S$. If $M$ is an isotone measure, then the following inequalities hold:

1. $\max_{Y \subseteq \mathcal{Y}} M(XY) \leq M(X \cup \bigcup \mathcal{Y})$;
2. $\min_{Y \subseteq \mathcal{Y}} M(X \cap Y) \geq M(X \cap \bigcap \mathcal{Y})$;
3. $M(X) + M(\emptyset) \leq M(X \cap \overline{Y}) + M(X \cap \overline{Y})$;
4. $M(S) + M(\emptyset) \leq M(\overline{X}) + M(X)$;
5. $M(X \cup \bigcup \mathcal{Y}) \leq \sum_{Y \subseteq \mathcal{Y}} M(XY) - (|\mathcal{Y}| - 1)M(X)$;
6. $M(X \cap \bigcap \mathcal{Y}) \geq M(S) + M(\emptyset) + (|\mathcal{Y}| - 1)M(\overline{X}) - \sum_{Y \subseteq \mathcal{Y}} M(\overline{X} \cap Y)$.

If $M$ is an anti-isotone measure, then the above inequalities hold with the inequality signs reversed and with $\max$ and $\min$ interchanged.

**Proof.** Because of Proposition 2, it suffices to consider the case where $M$ is an isotone measure.

Inequalities 1 and 2 follow from the isotonicity of $M$.

Inequality 3 is established using submodularity, as follows:

\[
M(X) + M(\emptyset) = M(X \cap (Y \overline{Y})) + M(\emptyset)
\]

\(^8\) Observe that, for the Shannon measure, $M(\emptyset) = 0$.

\(^9\) More advanced work on inequalities related to the $\text{freq}$ measure occurs in \([9]\). The inequalities obtained there are derived from the inclusion-exclusion principle for counting finite sets.
\[= \mathcal{M}((X \cap \overline{Y}) \cup (X \cap Y)) + \mathcal{M}((X \cap \overline{Y}) \cap (X \cap Y)) \leq \mathcal{M}(X \cap \overline{Y}) + \mathcal{M}(X \cap Y).\]

Inequality 4 is a special case of inequality 3 for \(X = S\).

Inequality 5 can be proved by induction on \(|\mathcal{Y}|\). For \(|\mathcal{Y}| = 1\), the inequality holds trivially. This is the basis for our induction. Let \(k \geq 2\), and assume as induction hypothesis that inequality 5 holds for \(|\mathcal{Y}| = k - 1\). We now prove inequality 5 for \(|\mathcal{Y}| = k\). Let \(Y \in \mathcal{Y}\).

By the submodularity of \(\mathcal{M}\),
\[
\mathcal{M}(X \cup \bigcup \mathcal{Y}) = \mathcal{M}(XY \cup X \bigcup (Y - \{Y\})) \leq \mathcal{M}(XY) + \mathcal{M}(X \bigcup (Y - \{Y\})) - \mathcal{M}(XY \cap X \bigcup (Y - \{Y\})) \\
\leq \mathcal{M}(XY) + \mathcal{M}(X \bigcup (Y - \{Y\})) - \mathcal{M}(X)
\]

Inequality 5 then follows, since, by the induction hypothesis,
\[
\mathcal{M}(X \cup \bigcup (Y - \{Z\})) \leq \sum_{Y \in \mathcal{Y} - \{Z\}} \mathcal{M}(XY) + (|Y - \{Z\} - 1)\mathcal{M}(X) \\
\leq \sum_{Y \in \mathcal{Y} - \{Z\}} \mathcal{M}(XY) + (|Y| - 2)\mathcal{M}(X)
\]

Inequality (6) can be deduced easily from inequalities 4 and 5 using De Morgan’s laws:
\[
\mathcal{M}(X \cap \bigcap \mathcal{Y}) = \mathcal{M}\left(\bigcup_{Y \in \mathcal{Y}} X \cup Y\right) \\
\geq \mathcal{M}(S) + \mathcal{M}(\emptyset) - \mathcal{M}(\bigcup_{Y \in \mathcal{Y}} X \cup Y) \\
\geq \mathcal{M}(S) + \mathcal{M}(\emptyset) - \sum_{Y \in \mathcal{Y}} \mathcal{M}(X \cup Y) + (|\mathcal{Y}| - 1)\mathcal{M}(X) \\
\mathcal{M}(S) + \mathcal{M}(\emptyset) + (|\mathcal{Y}| - 1)\mathcal{M}(X) - \sum_{Y \in \mathcal{Y}} \mathcal{M}(X \cap Y).
\]

It is useful to consider Proposition 4 as providing lower and upper bounds for the measures of finite unions and intersections. In the case of isotone measures (when \(X = \emptyset, X = S\) for inequalities (5) and (6) respectively), the bounds are as follows:
\[
\max_{Y \in \mathcal{Y}} \mathcal{M}(Y) \leq \mathcal{M}(\bigcup \mathcal{Y}) \leq \sum_{Y \in \mathcal{Y}} \mathcal{M}(Y) - (|\mathcal{Y}| - 1)\mathcal{M}(\emptyset) \\
\min_{Y \in \mathcal{Y}} \mathcal{M}(Y) \geq \mathcal{M}(\bigcap \mathcal{Y}) \geq |\mathcal{Y}|\mathcal{M}(\emptyset) + \mathcal{M}(S) - \sum_{Y \in \mathcal{Y}} \mathcal{M}(X). 
\]

In the case of anti-isotone measures, lower bounds and upper bounds must be swapped.
As shown in Proposition 4, useful bounds on measures of sets can be given in terms of measures of certain associated sets. In the rest of this section, we continue on this theme by considering how sums and averages of certain families of measures of sets are related. Therefore, consider the following definition:

**Definition 2.** Let $X$ be a subset of $S$ and let $\mathcal{Y}$ be a set of subsets of $S$ such that $S = X \cup \bigcup \mathcal{Y}$. Let $n = |\mathcal{Y}|$, and let $0 \leq k \leq n$. Define

$$S_k(X, \mathcal{Y}) = \sum_{\mathcal{Z} \subseteq \mathcal{Y} \wedge |\mathcal{Z}| = k} \mathcal{M}(X \cup \bigcup \mathcal{Z});$$

$$A_k(X, \mathcal{Y}) = \frac{1}{\binom{n}{k}} S_k(X, \mathcal{Y}).$$

Notice that $A_0(X, \mathcal{Y}) = S_0(X, \mathcal{Y}) = \mathcal{M}(X)$ and $A_n(X, \mathcal{Y}) = S_n(X, \mathcal{Y}) = \mathcal{M}(S)$.

We are mainly interested in $A_k(X, \mathcal{Y})$, which is the average value of $\mathcal{M}(X \cup \bigcup \mathcal{Z})$ over all relevant choices of $\mathcal{Z}$, and, more in particular, how this quantity behaves as a function of $k$. In the next propositions, we show that, for fixed values of $X$ and $\mathcal{Y}$, $A_k(X, \mathcal{Y})$ is increasing (decreasing) when $\mathcal{M}$ is an isotone (anti-isotone) weak measure, and concave (convex) when $\mathcal{M}$ is an isotone (anti-isotone) measure.

**Proposition 5.** Let $\mathcal{M}$ be an isotone weak measure, let $X \subseteq S$, and let $\mathcal{Y}$ be a set of subsets of $S$ such that $S = X \cup \bigcup \mathcal{Y}$. Let $n = |\mathcal{Y}|$. Then $A_k(X, \mathcal{Y})$ is an increasing function, i.e., for each $k$, $0 \leq k < n$,

$$A_k(X, \mathcal{Y}) \leq A_{k+1}(X, \mathcal{Y}).$$

If $\mathcal{M}$ is an anti-isotone weak measure, then $A_k(X, \mathcal{Y})$ is a decreasing function.

**Proof.** As usual, we only consider the case that $\mathcal{M}$ is isotone. Proposition 5 holds trivially if $n = 0$. When $n \geq 1$, Proposition 5 follows if we can prove that, for each $k$, $0 \leq k < n$,

$$\binom{n}{k+1} S_k(X, \mathcal{Y}) \leq \binom{n}{k} S_{k+1}(X, \mathcal{Y}),$$

or equivalently,

$$(n-k) S_k(X, \mathcal{Y}) \leq (k+1) S_{k+1}(X, \mathcal{Y}).$$
For each $\mathcal{Z} \subseteq \mathcal{Y}$ with $|\mathcal{Z}| = k$, and for each $Y \in \mathcal{Y} - \mathcal{Z}$, we have that

$$\mathcal{M}(X \cup \bigcup \mathcal{Z}) \leq \mathcal{M}(X \cup \bigcup \mathcal{Z} \cup Y),$$

by the isotonicity of $\mathcal{M}$. Therefore,

$$(n - k)\mathcal{M}(X \cup \bigcup \mathcal{Z}) \leq \sum_{Y \in \mathcal{Y} - \mathcal{Z}} \mathcal{M}(X \cup \bigcup \mathcal{Z} \cup Y).$$

Summing the lefthand and righthand sides of this inequality over all $\mathcal{Z} \subseteq \mathcal{Y}$ with $|\mathcal{Z}| = k$, yields

$$(n - k)\mathcal{S}_k(X, \mathcal{Y}) \leq \sum_{\mathcal{Z} \subseteq \mathcal{Y}} \sum_{|\mathcal{Z}| = k} \mathcal{M}(X \cup \bigcup \mathcal{Z} \cup Y) = (k+1)\mathcal{S}_{k+1}(X, \mathcal{Y}),$$

since there are $k + 1$ different ways to write a subset of $\mathcal{Y}$ of size $k$ as $\mathcal{Z} \cup Y$, with $\mathcal{Z} = k$ and $Y \in \mathcal{Y} - \mathcal{Z}$.

**Proposition 6.** Let $\mathcal{M}$ be an isotone measure, let $X \subseteq S$, and let $\mathcal{Y}$ be a set of subsets of $S$ such that $S = X \cup \bigcup \mathcal{Y}$. Let $n = |\mathcal{Y}|$. Then $\mathcal{A}_k(X, \mathcal{Y})$ is a concave function, i.e., for each $k$, $0 < k < n,$

$$\mathcal{A}_k(X, \mathcal{Y}) \geq \frac{\mathcal{A}_{k-1}(X, \mathcal{Y}) + \mathcal{A}_{k+1}(X, \mathcal{Y})}{2}.$$

If $\mathcal{M}$ is an anti-isotone measure, then $\mathcal{A}_k(X, \mathcal{Y})$ is a convex function.

**Proof.** As usual, we only consider the case that $\mathcal{M}$ is isotone. The proposition is trivially true for $n \leq 1$. Therefore, assume $n \geq 2$. Let $\mathcal{Z} \subset \mathcal{Y}$ with $|\mathcal{Z}| = k - 1$, and let $Y_1$ and $Y_2$ be two different elements of $\mathcal{Y} - \mathcal{Z}$. These elements exist, since $n \geq 2$ and $|\mathcal{Z}| \leq n - 2$. By the submodularity of $\mathcal{M}$, it follows that

$$\mathcal{M}(X \cup \bigcup \mathcal{Z} \cup Y_1) + \mathcal{M}(X \cup \bigcup \mathcal{Z} \cup Y_2) \geq \mathcal{M}(X \cup \bigcup \mathcal{Z}) + \mathcal{M}(X \cup \bigcup \mathcal{Z} \cup Y_1 \cup Y_2).$$

As in the proof of Proposition 5, it follows that

$$\sum_{Y_1 \in \mathcal{Y} - \mathcal{Z}} \sum_{\mathcal{Z} \subseteq \mathcal{Y} \setminus |\mathcal{Z}| = k - 1} \mathcal{M}(X \cup \bigcup \mathcal{Z} \cup Y_1) = k\mathcal{S}_k(X, \mathcal{Y}).$$

Since, given $\mathcal{Z}$ and $Y_1$, there remain $n - k$ possible choices for $Y_2$, we furthermore have that

$$\sum_{Y_1, Y_2 \in \mathcal{Y} - \mathcal{Z} \setminus Y_1 \neq Y_2} \sum_{\mathcal{Z} \subseteq \mathcal{Y} \setminus |\mathcal{Z}| = k - 1} \mathcal{M}(X \cup \bigcup \mathcal{Z} \cup Y_1) = (n - k)k\mathcal{S}_k(X, \mathcal{Y}).$$
By symmetry, summing the entire lefthand side of the inequality above over all possible combinations of \( Z, Y_1, \) and \( Y_2 \) yields the result \( 2(n-k)kS_k(X, Y). \)

With regard to the righthand side of the inequality, similar arguments as the ones used for the lefthand side yield that

\[
\sum_{Y_1, Y_2 \in Y - Z \land Y_1 \neq Y_2} \sum_{Z \subseteq Y \land |Z| = k-1} \mathcal{M}(X \cup Z) = (n-k+1)(n-k)S_{k-1}(X, Y),
\]

and that

\[
\sum_{Y_1, Y_2 \in Y - Z \land Y_1 \neq Y_2} \sum_{Z \subseteq Y \land |Z| = k-1} \mathcal{M}(X \cup Z \cup Y_1 \cup Y_2) = (k+1)kS_{k+1}(X, Y).
\]

Hence, summing the righthand side of the inequality over all possible \( Z, Y_1, \) and \( Y_2 \) yields the result \((n-k+1)(n-k)S_{k-1}(X, Y) + (k+1)kS_{k+1}(X, Y)\).

Thus, we obtain the inequality

\[
2k(n-k)S_k(X, Y) \geq (n-k+1)(n-k)S_{k-1}(X, Y) + (k+1)kS_{k+1}(X, Y).
\]

Rewriting this inequality in terms of the averages yields the desired inequality.

We can use Proposition 5 and Proposition 6 to obtain lower and upper bounds on measure averages.

**Proposition 7.** Let \( \mathcal{M} \) be an isotone measure, let \( X \subseteq S \), and let \( \mathcal{Y} \) be a set of subsets of \( S \) such that \( S = X \cup \mathcal{Y} \). Let \( n = \vert \mathcal{Y} \vert \). Then, for each \( k, 0 < k < n \),

\[
\mathcal{A}_k(X, \mathcal{Y}) \leq \mathcal{A}_{k+1}(X, \mathcal{Y}) \leq 2\mathcal{A}_k(X, \mathcal{Y}) - \mathcal{A}_{k-1}(X, \mathcal{Y}).
\]

It follows from Proposition 7 that, if there exists \( k, 0 < k \leq n \), such that \( \mathcal{A}_{k-1}(X, \mathcal{Y}) = \mathcal{A}_k(X, \mathcal{Y}) \), then \( \mathcal{A}_k(X, \mathcal{Y}) = \mathcal{A}_{k+m}(X, \mathcal{Y}) \) for all \( m \) such that \( k + m \leq n \), i.e., as soon as the function \( \mathcal{A}(X, \mathcal{Y}) \) stops increasing (decreasing) **strictly**, it becomes constant.
5 Measure differentials

5.1 Finite differences and differentials

A natural problem that arises for measures as for other functions is to calculate their rate of change and the rate of change of their rate of change. For functions over continuous domains, these quantities are represented by the first and second derivatives, respectively. In our framework for measures, we are dealing with discrete, set-based functions, and thus reasoning about derivatives must be done by using the methods of finite differences and finite difference equations [17].

Definition 3. Let \( f : 2^S \to \mathbb{R} \) be a (finite) set-based function into the reals. Then the first finite difference of \( f \) is the function \( \Delta f : 2^S \times 2^S \to \mathbb{R} \) defined by

\[
\Delta f(X, Y) = f(XY) - f(X).
\]

For a fixed value of \( Y \), the function \( \Delta f(., Y) : 2^S \to \mathbb{R} : V \mapsto \Delta f(V, Y) \) is again a (finite) set-based function into the reals, of which we can take again the first finite difference. This is then the second finite difference of \( f \).

Definition 4. Let \( f : 2^S \to \mathbb{R} \) be a (finite) set-based function into the reals. Then the second finite difference of \( f \) is the function \( \Delta^2 f : 2^S \times 2^S \times 2^S \to \mathbb{R} \) defined by

\[
\Delta^2 f(X, Y, Z) = \Delta \Delta f(., Y)(X, Z).
\]

Expanding the above equation yields

\[
\Delta^2 f(X, Y, Z) = \Delta \Delta f(., Y)(X, Z) = \Delta f(XZ, Y) - \Delta f(X, Y) = f(XYZ) - f(XZ) - f(XZ) + f(X).
\]

Notice that the above expression is invariant under swapping \( Y \) and \( Z \).

The following proposition is now straightforward.

**Proposition 8.** 1. The first finite difference of a weak measure is nonnegative if it is isotone and nonpositive if it is anti-isotone.
2. The first finite difference of a measure is nonnegative if it is isotone and nonpositive if it is anti-isotone. The second finite difference of a measure is nonpositive if it is isotone and nonnegative if it is anti-isotone.

Thus, observe that the signature of an isotone (anti-isotone) weak measure is that of an increasing (a decreasing) function, and that of a isotone (an anti-isotone) measure is that of an increasing, concave (a decreasing, convex) function.

We will use the concept of finite differences to reason about measures. Intuitively, these differences should calculate, when applied to sets, a value of how dependent/independent the measure of a set is with respect to a change. As an example, the first difference for the max measure would calculate the degree of change of \( \max(X) \) with respect to \( \max(XY) \). A small value for this difference would imply that the measure of set \( X \) is largely independent of a change of \( X \) by \( Y \). In particular, when this difference is zero, i.e., \( \max(XY) = \max(X) \), this can be interpreted as the value of the \( \max(X) \) reaching an extreme point with respect to the maximum of the set \( Y \). In fact, the condition \( \max(XY) = \max(X) \) is equivalent to \( \max(X) \geq \max(Y) \).

We wish to present properties in the form of inequality rules for the first and second finite differences of (weak) measures. As may already be expected, this is a somewhat awkward, because we always have to distinguish between the isotone and the anti-isotone case. The following proposition serves as an example for this awkwardness.

**Proposition 9.** 1. If \( \mathcal{M} \) is an isotone (weak) measure, then

\[
\Delta \mathcal{M}(X, Y_1) \geq \Delta \mathcal{M}(X, Y_2) \quad \text{if} \quad Y_2 \subseteq Y_1;
\]

If \( \mathcal{M} \) is an anti-isotone (weak) measure, then the above inequality holds with the inequality sign reversed.

2. If \( \mathcal{M} \) is an isotone measure, then

\[
\Delta^2 \mathcal{M}(X, Y; Z_1) \leq \Delta^2 \mathcal{M}(X, Y; Z_2) \quad \text{if} \quad Z_2 \subseteq Z_1;
\]

If \( \mathcal{M} \) is an anti-isotone measure, then the above inequality holds with the inequality sign reversed.

**Proof.** We only consider the isotone case; the anti-isotone case is completely analogous.
1. We prove the inequality by expansion:

\[
\Delta \mathcal{M}(X, Y_1) - \Delta \mathcal{M}(X, Y_2) = \mathcal{M}(XY_1) - \mathcal{M}(X) - \mathcal{M}(XY_2) + \mathcal{M}(X) \\
= \mathcal{M}(XY_1) - \mathcal{M}(XY_2) \geq 0,
\]

by isotonicity.

2. We prove the inequality by expansion. Let \( U = XZ_2 \).

\[
\Delta^2 \mathcal{M}(X, Y, Z_2) - \Delta^2 \mathcal{M}(X, Y, Z_1) \\
= \mathcal{M}(XYZ_2) - \mathcal{M}(XY) - \mathcal{M}(XZ_2) + \mathcal{M}(X) \\
- \mathcal{M}(XYZ_1) + \mathcal{M}(XY) + \mathcal{M}(XZ_1) - \mathcal{M}(X) \\
= \mathcal{M}(XYZ_2) + \mathcal{M}(XZ_1) - \mathcal{M}(XYZ_1) - \mathcal{M}(XZ_2) \\
= \mathcal{M}(UY) + M(U(Z_1 - Z_2)) - \mathcal{M}(UY(Z_1 - Z_2)) - \mathcal{M}(U) \geq 0,
\]

by Proposition 3.

As Proposition 9 clearly illustrates, rules formulated in terms of finite differences have the awkwardness that the inequality sign is different for isotone and anti-isotone (weak) measures. Therefore, we introduce first and second finite differentials. These are the absolute values of the related finite differences. Their introduction has the advantage that subsequent rules for them are the same for both isotone and anti-isotone (weak) measures. The notation introduced for first and second finite differences in Definition 5 below reflects an analogy with database dependencies which will be made explicit in Section 6.

**Definition 5.** Let \( f : 2^S \to \mathbb{R} \) be a (finite) set-based function into the reals.

1. The **first finite differential** of \( f \) is the function \( f' : 2^S \times 2^S \to \mathbb{R} \) defined by

\[
f'(V, W) = |\Delta f(V, W)|,
\]

which will be denoted as \( f'(V \to W) \).

2. The **second finite differential** of \( f \) is the function \( f'' : 2^S \times 2^S \times 2^S \to \mathbb{R} \) defined by

\[
f''(V, W_1, W_2) = |\Delta^2 f(V, W_1, W_2)|,
\]

which will be denoted as \( f''(V \to W_1|W_2) \).
As an example to illustrate the advantage of finite differentials over finite differences, we restate Proposition 9 in terms of finite differentials.

**Proposition 10.** 1. If $\mathcal{M}$ is a (weak) measure, then

$$\mathcal{M}'(X \to Y_1) \geq \mathcal{M}'(X \to Y_2) \text{ if } Y_2 \subseteq Y_1.$$ 

2. If $\mathcal{M}$ is a measure, then

$$\mathcal{M}''(X \to Y|Z_1) \geq \mathcal{M}''(X \to Y|Z_2) \text{ if } Z_2 \subseteq Z_1.$$ 

Clearly, Proposition 10 is much more elegant and workable than Proposition 9. In the remaining subsections, we present rules for first differentials, rules for second differential, and mixed rules, respectively.

### 5.2 Properties of first differentials

In this subsection, we specify equalities and inequalities for the first differentials of (weak) measures.

**Proposition 11.** Let $\mathcal{M}$ be a (weak) measure. Then the first finite differential of $\mathcal{M}$ satisfies the following inequalities:

- $\mathcal{M}'(X \to Y) = 0$ if $Y \subseteq X$ (triviality);
- $\mathcal{M}'(X \to Y) \geq \mathcal{M}'(XU \to VY)$ if $V \subseteq U \subseteq XY$ (weak augmentation);
- $\mathcal{M}'(X \to Y) + \mathcal{M}'(Y \to Z) \geq \mathcal{M}'(X \to Z)$ if $X \subseteq Z$ (weak transitivity).

**Proof.** As usual, we only consider the case that $\mathcal{M}$ is isotone. Triviality follows, since if $X \subseteq Y$, then

$$\mathcal{M}'(X \to Y) = \mathcal{M}(XY) - \mathcal{M}(X) = \mathcal{M}(X) - \mathcal{M}(X) = 0.$$ 

Weak augmentation follows, since, by the isotonicity of $\mathcal{M}$,

$$\mathcal{M}'(XU \to VY) = \mathcal{M}(XUVY) - \mathcal{M}(XU)$$

$$= \mathcal{M}(XY) - \mathcal{M}(XU)$$

$$\leq \mathcal{M}(XY) - \mathcal{M}(X)$$

$$= \mathcal{M}'(X \to Y).$$
Weak transitivity follows, since $\mathcal{M}'(X \to Y) + \mathcal{M}'(Y \to Z) = \mathcal{M}'(X \to Z)$ is equal to

\[
\mathcal{M}(XY) - \mathcal{M}(X) + \mathcal{M}(YZ) - \mathcal{M}(Y) + \mathcal{M}(XZ) - \mathcal{M}(XZ) + \mathcal{M}(X) \\
= \mathcal{M}(XY) - \mathcal{M}(Y) + \mathcal{M}(Y) - \mathcal{M}(Z) - \mathcal{M}(Z) \geq 0,
\]

by isotonicity.

For measures, Proposition 11 can be strengthened, as follows.

**Proposition 12.** Let $\mathcal{M}$ be a measure. Then the first finite differential of $\mathcal{M}$ satisfies the following inequalities:

\[
\mathcal{M}'(X \to Y) = 0 \quad \text{if} \quad Y \subseteq X \quad \text{(triviality)}; \\
\mathcal{M}'(X \to Y) \geq \mathcal{M}'(XU \to VY) \quad \text{if} \quad V \subseteq U \quad \text{(augmentation)}; \\
\mathcal{M}'(X \to Y) + \mathcal{M}'(Y \to Z) \geq \mathcal{M}'(X \to Z) \quad \text{(transitivity)}.
\]

**Proof.** As usual, we only consider the case that $\mathcal{M}$ is isotone. Triviality follows from Proposition 11. Augmentation follows from

\[
\mathcal{M}'(XU \to VY) = \mathcal{M}(XUVY) - \mathcal{M}(XU) \leq \mathcal{M}(XY) - \mathcal{M}(X) = \mathcal{M}'(X \to Y),
\]

where Proposition 3 with $Z$ set to $U$ is used to justify the inequality. Transitivity follows, since by Proposition 3 and isotonicity,

\[
\mathcal{M}'(X \to Y) + \mathcal{M}'(Y \to Z) = \mathcal{M}(XY) - \mathcal{M}(X) + \mathcal{M}(YZ) - \mathcal{M}(Y) \\
\quad \geq \mathcal{M}(XYZ) - \mathcal{M}(X) \\
\quad \geq \mathcal{M}(XZ) - \mathcal{M}(X) \\
\quad = \mathcal{M}'(X \to Z).
\]

**Example 1.** An example of an isotone weak measure that is not a measure is $\text{max}2$, which returns the second largest element of a set. This measure does not satisfy augmentation and transitivity (Proposition 12). For example, if $X = \{2, 3\}$, $Y = \{1, 6\}$, and $U = \{3, 5\}$ then augmentation does not hold. However, weak augmentation (Proposition 11) holds when $U \subseteq XY$ (e.g., $X = \{2, 3\}$, $Y = \{1, 6\}$, and $U = \{2, 6\}$). Similarly $\text{max}2$ is not transitive (e.g., $X = \{1, 6\}$, $Y = \{2, 3\}$, and $Z = \{1, 2, 5\}$). However, weak transitivity holds when $X \subseteq Z$ (e.g., $X = \{1, 2\}$, $Y = \{2, 3\}$, and $Z = \{1, 2, 5\}$).
5.3 Properties of second differentials

**Proposition 13.** Let $\mathcal{M}$ be a measure. Then the second finite differential of $\mathcal{M}$ satisfies the following inequalities:

\begin{align*}
\mathcal{M}''(X \to Y|Z) &= 0 \quad \text{if } Y \subseteq Z \quad \text{(triviality);} \\
\mathcal{M}''(X \to Y|Z) &= \mathcal{M}''(X \to Z|Y) \quad \text{(symmetry);} \\
\mathcal{M}''(X \to Y|Z) &\geq \mathcal{M}''(XU \to YV|Z) \quad \text{if } V \subseteq U \subseteq XYZ \quad \text{(weak augmentation);} \\
\mathcal{M}''(X \to Y|ZU) + \mathcal{M}''(Y \to Z|XU) &\geq \mathcal{M}''(X \to Z - Y|YU) \quad \text{(weak transitivity).}
\end{align*}

**Proof.** As usual, we only consider the case that $\mathcal{M}$ is isotone. Triviality and complementation follow directly from Definition 5.

To prove weak augmentation we first prove the seemingly weaker rule below:

\[
\mathcal{M}''(X \to Y|Z) \geq \mathcal{M}''(XU \to YV|Z) \text{ if } V \subseteq U \subseteq XY \text{ or } V \subseteq U \subseteq XZ.
\]

By expanding, we find that

\[
\begin{align*}
\mathcal{M}''(X \to Y|Z) - \mathcal{M}''(XU \to YV|Z) &= \mathcal{M}(XY) + \mathcal{M}(XZ) - \mathcal{M}(X) - \mathcal{M}(XYZ) - \mathcal{M}(XUYV) \\
&\quad - \mathcal{M}(XUZ) + \mathcal{M}(XU) + \mathcal{M}(XUYVZ) \\
&= \mathcal{M}(XY) + \mathcal{M}(XZ) - \mathcal{M}(X) - \mathcal{M}(XYZ) - \mathcal{M}(XUY) \\
&\quad - \mathcal{M}(XUZ) + \mathcal{M}(XU) + \mathcal{M}(XUY) \\
&\quad - \mathcal{M}(XUZ) + \mathcal{M}(XU) + \mathcal{M}(XUYZ),
\end{align*}
\]

taking into account that $V \subseteq U$. The last expression is invariant under interchanging $Y$ and $Z$. We may therefore assume, without loss of generality, that $U \subseteq XY$. Thus,

\[
\begin{align*}
\mathcal{M}(XY) + \mathcal{M}(XZ) - \mathcal{M}(X) - \mathcal{M}(XYZ) - \mathcal{M}(XUY) \\
&\quad - \mathcal{M}(XUZ) + \mathcal{M}(XU) + \mathcal{M}(XUYZ) \\
&= \mathcal{M}(XY) + \mathcal{M}(XZ) - \mathcal{M}(X) - \mathcal{M}(XYZ) - \mathcal{M}(XY) \\
&\quad - \mathcal{M}(XUZ) + \mathcal{M}(XU) + \mathcal{M}(XYZ) \\
&= \mathcal{M}(XZ) - \mathcal{M}(X) - \mathcal{M}(XUZ) + \mathcal{M}(XU),
\end{align*}
\]

which is nonnegative by Proposition 3. We now bootstrap our intermediate result to what we actually want to prove. Thus, assume that $V \subseteq U \subseteq XYZ$, and let $V_Y = V \cap XY$, $U_Y = U \cap XY$, $V_Z = V \cap XZ$,
and $U_Z = U \cap XZ$. Clearly, $V_Y V_Z = V$ and $U_Y U_Z = U$. Since $V_Y \subseteq U_Y \subseteq XY$, the intermediate result above guarantees that
\[
\mathcal{M}''(X \to Y|Z) \geq \mathcal{M}''(XU_Y \to YV_Y|Z).
\]
Since $V_Z \subseteq U_Z \subseteq XU_Y Z$, our intermediate result also guarantees that
\[
\mathcal{M}''(XU_Y \to YV_Y|Z) \geq \mathcal{M}''(XU_Y U_Z \to YV_Y V_Z|Z).
\]
Combined both inequalities above yield the desired result.

Weak transitivity can be proved as follows.

\[
\mathcal{M}''(X \to Y|ZU) + \mathcal{M}''(Y \to Z|XU) - \mathcal{M}''(X \to Z - Y|YU)
\]
\[
\geq \mathcal{M}''(X \to Y|ZU) + \mathcal{M}''(Y \to Z|XU) - \mathcal{M}''(X \to Z|YU)\]
\[
= \mathcal{M}(XY) + \mathcal{M}(XZU) - \mathcal{M}(X) - \mathcal{M}(XZU) + \mathcal{M}(YZ)\]
\[
+ \mathcal{M}(XYU) - \mathcal{M}(Y) - \mathcal{M}(XYZU) - \mathcal{M}(XZ)\]
\[
- \mathcal{M}(XYU) + \mathcal{M}(X) + \mathcal{M}(XYZU)\]
\[
= \mathcal{M}(XY) + \mathcal{M}(XZU) + \mathcal{M}(YZ) - \mathcal{M}(Y) - \mathcal{M}(XYZU)\]
\[
- \mathcal{M}(XZ).
\]

By applying Proposition 3 to the first and third terms of the above expression, we find that

\[
\mathcal{M}(XY) + \mathcal{M}(XZU) + \mathcal{M}(YZ) - \mathcal{M}(Y) - \mathcal{M}(XYZU) - \mathcal{M}(XZ)\]
\[
\geq \mathcal{M}(Y) + \mathcal{M}(XZU) + \mathcal{M}(XZU) - \mathcal{M}(Y) - \mathcal{M}(XYZU) - \mathcal{M}(XZ)\]
\[
= \mathcal{M}(XZU) + \mathcal{M}(XYZ) - \mathcal{M}(XYZU) - \mathcal{M}(XZ) \geq 0,
\]
again by Proposition 3.

An important special case of the second finite differential $\mathcal{M}''(X \to Y|Z)$ occurs when $Z = S - XY$, where $S$ is the universe over which $\mathcal{M}$ is defined. We therefore introduce the notation $\mathcal{M}''(X \to Y)$ as shorthand for $\mathcal{M}''(X \to Y|S - XY)$. The following proposition now follows easily.

**Proposition 14.** Let $\mathcal{M}$ be a measure. Then the second finite differential of $\mathcal{M}$ satisfies the following inequalities:

\[
\mathcal{M}''(X \to Y) = 0 \quad \text{if} \quad Y \subseteq X \quad \text{(triviality)};
\]
\[
\mathcal{M}''(X \to Y) = \mathcal{M}''(X \to S - XY) \quad \text{(complementation)};
\]
\[
\mathcal{M}''(X \to Y) \geq \mathcal{M}''(XU \to YV) \quad \text{if} \quad V \subseteq U \quad \text{(augmentation)};
\]
\[
\mathcal{M}''(X \to Y) + \mathcal{M}''(Y \to Z) \geq \mathcal{M}''(X \to Z - Y) \quad \text{(transitivity)}.
\]
Proof. We only prove transitivity, since the other rules immediate follow from Proposition 13. Let $U = S - XYZ$. By Proposition 10, $\mathcal{M}''(Y \rightarrow Z|XU) \geq \mathcal{M}''(Y \rightarrow Z - Y|XU)$. Therefore, $\mathcal{M}''(X \rightarrow Y) + \mathcal{M}''(Y \rightarrow Z) \geq \mathcal{M}''(X \rightarrow Y|(Z - Y)U) + \mathcal{M}''(Y \rightarrow Z - Y|XU)$. By weak transitivity, this sum is at least $\mathcal{M}''(X \rightarrow Z - Y)$.

5.4 Mixed inequalities

In the final proposition of this section, we state mixed inequalities between first and second differentials.

Proposition 15. Let $\mathcal{M}$ be a measure. Then the first and second finite differentials of $\mathcal{M}$ satisfy the following inequalities:

\[
\begin{align*}
\mathcal{M}'(X \rightarrow Y) &\geq \mathcal{M}''(X \rightarrow Y|Z) \quad \text{(replication);} \\
\mathcal{M}''(X \rightarrow Y|Z) + \mathcal{M}'(Y \rightarrow Z) &\geq \mathcal{M}'(X \rightarrow Z - Y) \quad \text{(coalescence).}
\end{align*}
\]

Proof. As usual, we only consider the case that $\mathcal{M}$ is isotone. Replication follows by straightforwardly expanding $\mathcal{M}'(X \rightarrow Y) - \mathcal{M}''(X \rightarrow Y|Z)$ and applying isotonicity.

Coalescence can be proved as follows.

\[
\begin{align*}
\mathcal{M}''(X \rightarrow Y|Z) + \mathcal{M}'(Y \rightarrow Z) - \mathcal{M}'(X \rightarrow Z - Y) \\
&\geq \mathcal{M}''(X \rightarrow Y|Z) + \mathcal{M}'(Y \rightarrow Z) - \mathcal{M}'(X \rightarrow Z) \\
&= \mathcal{M}(XY) + \mathcal{M}(XZ) - \mathcal{M}(X) - \mathcal{M}(XYZ) + \mathcal{M}(YZ) \\
&\quad - \mathcal{M}(Y) - \mathcal{M}(XZ) + \mathcal{M}(X) \\
&= \mathcal{M}(XY) - \mathcal{M}(XYZ) + \mathcal{M}(YZ) - \mathcal{M}(Y) \geq 0,
\end{align*}
\]

by Proposition 3.

Corollary 1. Let $\mathcal{M}$ be a measure. Then the first and second finite differentials of $\mathcal{M}$ satisfy the following inequalities:

\[
\begin{align*}
\mathcal{M}'(X \rightarrow Y) &\geq \mathcal{M}''(X \rightarrow Y) \quad \text{(replication);} \\
\mathcal{M}''(X \rightarrow Y) + \mathcal{M}'(Y \rightarrow Z) &\geq \mathcal{M}'(X \rightarrow Z - Y) \quad \text{(coalescence).}
\end{align*}
\]

Proof. The replication rule in Corollary 1 is a straightforward translation of the replication rule in Proposition 15. To prove the coalescence rule of Corollary 1, first observe that $\mathcal{M}''(X \rightarrow Y) \geq \mathcal{M}''(X \rightarrow Y|Z - Y)$ and $\mathcal{M}'(Y \rightarrow Z) \geq \mathcal{M}'(Y \rightarrow Z - Y)$, by Proposition 10. The coalescence rule of Corollary 1 now follows straightforwardly from the coalescence rule of Proposition 15.
6 Measure constraints

In this section, we consider the situations in which the first and second differentials are zero. This leads us to introduce primary and secondary constraints and to derive inference rules for them.

Satisfaction of constraints by particular measures discussed in Section 3 yields conditions in terms of satisfaction of constraints in databases and data mining.

6.1 Primary constraints

Definition and inference rules

Definition 6. Let \( M \) be a (weak) measure. Then \( M \) satisfies the primary constraint \( X \rightarrow Y \) if \( M'(X \rightarrow Y) = 0 \).

Propositions 11 and 12 yield the following inference rules for primary constraints.

Proposition 16. The following inference rules hold for primary constraints with respect to (weak) measures:

\[
\begin{align*}
X \rightarrow Y & \text{ if } Y \subseteq X \quad \text{(triviality);} \\
X \rightarrow Y \text{ implies } XU \rightarrow YV & \text{ if } V \subseteq U \subseteq XY \quad \text{(weak augmentation);} \\
X \rightarrow Y \text{ and } Y \rightarrow Z \text{ imply } X \rightarrow Z & \text{ if } X \subseteq Z \quad \text{(weak transitivity).}
\end{align*}
\]

With respect to measures, these inference rules can be strengthened, as follows:

\[
\begin{align*}
X \rightarrow Y & \text{ if } Y \subseteq X \quad \text{(triviality);} \\
X \rightarrow Y \text{ implies } XU \rightarrow YV & \text{ if } V \subseteq U \quad \text{(augmentation);} \\
X \rightarrow Y \text{ and } Y \rightarrow Z \text{ imply } X \rightarrow Z & \text{ if } X \subseteq Z \quad \text{(transitivity).}
\end{align*}
\]

We now interpret primary constraints for various measures discussed in Section 3.

Databases—aggregate functions The use of aggregate functions in databases was described in Section 3.1. In particular, we showed that count, sum, max, and min are measures. We now interpret satisfaction of primary constraints by these measures.
1. The sum measure satisfies the primary constraint $X \rightarrow Y$ if and only if $Y \subseteq X$. It is readily seen that inclusion satisfies the triviality, augmentation, and transitivity rules.

2. The count measure satisfies the primary constraint $X \rightarrow Y$ if and only if $Y \subseteq X$ (very similar to sum).

3. The max measure satisfies the primary constraint $X \rightarrow Y$ if and only if $\max(X) \geq \max(Y)$. Again it can be readily verified that the latter constraint satisfies the triviality, augmentation, and transitivity rules.

4. The min measure satisfies the primary constraint $X \rightarrow Y$ if and only if $\min(X) \leq \min(Y)$. Again it can be readily verified that the latter constraint satisfies the triviality, augmentation, and transitivity rules.

**Databases—data uniformity** Shannon’s entropy measure and the Gini index were described in Section 3.2. Primary measure constraints can be used to capture database constraints, as shown below.

1. Let $S$ be a relation scheme, let $X$ and $Y$ be subsets of $S$, and let $g$ be a relation instance over $S$. Let $p$ be a probability distribution over $g$ satisfying $p(t) \neq 0$ for all $t$ in $g$. The corresponding Gini index $G$ satisfies the primary constraint $X \rightarrow Y$ if and only if $g$ satisfies the functional dependency $X \xrightarrow{fd} Y$.

To see this, let $Z = XY$. To show that $G(X) = G(Z)$, we have to show that

$$\sum_{x \in \pi_X(g)} p_X^2(x) = \sum_{z \in \pi_Z(g)} p_Z^2(z)$$

Now, let $g_z = \sigma_{X=x}(g)$. From the calculations in Section 3.2, we recall that

$$p_X^2(x) = \left[ \sum_{z \in \pi_Z(g_z)} p_Z(z) \right]^2 \geq \sum_{z \in \pi_Z(g_z)} p_Z^2(z).$$

By our additional assumption on the probability distribution $p$, equality holds if and only if $|\pi_Z(g_z)| = 1$. We also showed in Section 3.2 that summing up left-hand and right-hand side of the above inequality yields

$$G(X) \geq G(Z).$$
Hence, equality holds if and only if $|\pi_X(\varrho_x)| = 1$ for all $x$ in $\pi_X(\varrho)$. This is clearly equivalent with saying that $\varrho$ satisfies the functional dependency $X \xrightarrow{fd} Y$.

Notice that, in this case, the triviality, augmentation, and transitivity rules correspond to the well-known reflexivity, augmentation, and transitivity rules for functional dependencies [4].

2. Under the same assumptions as above, the Shannon entropy measure $H$ satisfies the primary constraint $X \rightarrow Y$ if and only if $\varrho$ satisfies the functional dependency $X \xrightarrow{fd} Y$.

To see this, let $\varrho_x = \sigma_{X=x}(\varrho)$. Then $H(XY) = H(X)$ is equivalent to

$$\sum_{x \in \pi_X(\varrho)} p_X(x) \log p_X(x) - \sum_{x \in \pi_X(\varrho)} \sum_{y \in \pi_Y(\varrho_x)} p_{XY}(xy) \log p_{XY}(xy) = 0.$$ 

Using that $p_X(x) = \sum_{y \in \pi_Y(\varrho_x)} p_{XY}(xy)$, the above equality can be rewritten as

$$\sum_{x \in \pi_X(\varrho)} \sum_{y \in \pi_Y(\varrho_x)} p_{XY}(xy) (\log p_X(x) - \log p_{XY}(xy)) = 0.$$ 

Since each term in the sum is nonnegative, the last equality is equivalent to $p_X(x) = p_{XY}(xy)$, for all $x$ in $\pi_X(\varrho)$ and for all $y$ in $\pi_Y(\varrho_x)$. Clearly, this condition is equivalent to $\varrho$ satisfying $X \xrightarrow{fd} Y$.

**Data mining—frequent item sets** The use of the $\text{freq}$ measure to measure frequent item sets in data mining was described in Section 3.3. The $\text{freq}$ measure satisfies the primary constraint $X \rightarrow Y$ if and only if $\text{freq}(X \cup Y) = \text{freq}(X)$ if and only if $B(X \cup Y) = B(X)$ if and only if there is a pure association rule from $X$ to $Y$ in $B$ [1]. (A pure association rule is an association rule with confidence 100%.) In this context, the triviality, augmentation, and transitivity rules for primary constraints can be interpreted as properties and as inference rules of pure association rules.

### 6.2 Secondary constraints

**Definition and inference rules**
Definition 7. Let $\mathcal{M}$ be a measure. Then

1. $\mathcal{M}$ satisfies the secondary constraint $X \rightarrow Y|Z$ if $\mathcal{M}''(X \rightarrow Y|Z) = 0$;
2. $\mathcal{M}$ satisfies the strong secondary constraint $X \rightarrow Y$ if it satisfies the secondary constraint $X \rightarrow Y|S - Y$.

Propositions 13 and 14 yield the following inference rules.

Proposition 17. The following inference rules hold for secondary constraints with respect to measures:

- $X \rightarrow Y|Z$ if $Y \subseteq X$ (triviality);
- $X \rightarrow Y|Z$ implies $X \rightarrow Z|Y$ (symmetry);
- $X \rightarrow Y|Z$ implies $XU \rightarrow VY|Z$ if $V \subseteq U \subseteq XYZ$ (weak augmentation);
- $X \rightarrow Y|ZU$ and $Y \rightarrow Z|XU$ imply $X \rightarrow Z - Y|YU$ (weak transitivity).

For strong secondary constraints, these inference rules can be strengthened, as follows:

- $X \rightarrow Y$ if $Y \subseteq X$ (triviality);
- $X \rightarrow Y$ implies $X \rightarrow S - Y$ (complementation);
- $X \rightarrow Y$ implies $XU \rightarrow YV$ if $V \subseteq U$ (augmentation);
- $X \rightarrow Y$ and $Y \rightarrow Z$ imply $X \rightarrow Z - Y$ (transitivity).

We also present some mixed inference rules for primary and secondary constraints.

Proposition 18. The following inference rules hold for primary and secondary constraints with respect to measures:

- $X \rightarrow Y$ implies $X \rightarrow Y|Z$ (replication);
- $X \rightarrow Y|Z$ and $Y \rightarrow Z$ imply $X \rightarrow Z - Y$ (coalescence).

For primary and strong secondary constraints, these inference rules become as follows:

- $X \rightarrow Y$ implies $X \rightarrow Y$ (replication);
- $X \rightarrow Y$ and $Y \rightarrow Z$ imply $X \rightarrow Z - Y$ (coalescence).

We now interpret secondary constraints for various measures discussed in Section 3.
Databases—aggregate functions  We briefly revisit aggregate functions in databases and interpret satisfaction of secondary constraints by these measures, in particular for count and max.

1. Let $X$, $Y$, and $Z$ be subsets of the set $S$. Then the count measure satisfies the secondary constraint $X \Rightarrow Y|Z$ if and only if $\text{count}(XY) + \text{count}(XZ) = \text{count}(XYZ) + \text{count}(X)$, which is true if and only if $Y \cap Z \subseteq X$. This implies a notion of independence between $Y$ and $Z$. For example, in the case where $X = \emptyset$, it follows that $Y_1$ and $Y_2$ must be disjoint.

2. Let $X$, $Y$, and $Z$ be subsets of the set of nonnegative numbers $S$. Then the max measure satisfies the secondary constraint $X \Rightarrow Y|Z$ if and only if $\max(XY) + \max(XZ) = \max(XYZ) + \max(X)$, which holds if and only if $\max(X) \geq \max(Y)$ or $\max(X) \geq \max(Z)$. Observe that, in the case where $X = \emptyset$, either $Y$ or $Z$ must be the empty set.

Databases—data uniformity  Shannon’s entropy measure and the Gini index were described in Section 3.2. Secondary measure constraints can also be used to capture database constraints, as shown below.

1. Let $S$ be a relation scheme, let $X$ and $Y$ be subsets of $S$, and let $\varrho$ be a nonempty relation instance over $S$. Let $p$ be a probability distribution over $\varrho$ satisfying $p(t) \neq 0$ for all $t$ in $\varrho$. The corresponding Gini index $\mathcal{G}$ satisfies the secondary constraint $X \Rightarrow Y$ if and only if, for all $x$ in $\pi_X(\varrho)$, $\varrho_x = \sigma_{x=x}(\varrho)$ satisfies either the functional dependency $X \overset{\text{fd}}{\Rightarrow} S - XY$. To see this, we first assume that $X$ and $Y$ are disjoint. Observe that $\mathcal{G}$ satisfies $X \rightarrow Y$ if and only if $\mathcal{G}(XY) + \mathcal{G}(XZ) - \mathcal{G}(XYZ) - \mathcal{G}(X) = 0$, with $Z = S - XY$.

Next, for all $x$ in $\pi_X(\varrho)$, let $\varrho^x = \pi_{S-X}(\varrho_x)$. We define the probability distribution $p^x$ on $\varrho^x$ by $p^x(t) = p(xt)/p_X(x)$ for all $t$ in $\varrho^x$. Notice that $p^x$ satisfies $p^x(t) \neq 0$ for all $t$ in $\varrho^x$. Let $\mathcal{G}^x$ be the corresponding Gini index.
Now, let $U$ be an arbitrary subset of $S$ disjoint from $X$. We have that

$$
G(XU) = 1 - \sum_{x \in \pi_X(\emptyset)} p^2_{xU}(xu)
$$

$$
= 1 - \sum_{x \in \pi_X(\emptyset)} \sum_{u \in \pi_U(\emptyset)} p^2_x(x)p^2_U(x)
$$

$$
= 1 - \sum_{x \in \pi_X(\emptyset)} p^2_x(x) + \sum_{x \in \pi_X(\emptyset)} p^2_x(x) \left[ 1 - \sum_{u \in \pi_U(\emptyset)} p^2_U(x) \right]
$$

$$
= G(X) + \sum_{x \in \pi_X(\emptyset)} p^2_x(x)G^x(U).
$$

Hence,

$$
G(XY) + G(XZ) - G(XYZ) - G(X)
$$

$$
= \sum_{x \in \pi_X(\emptyset)} p^2_x(x) [G^x(Y) + G^x(Z) - G^x(S - X) - G^x(\emptyset)].
$$

Notice that, for all $x$ in $\pi_X(\emptyset)$, $G^x(Y) + G^x(Z) - G^x(S - X) - G^x(\emptyset) \geq 0$, since $G^x$ is an isotone measure. Consequently, $G(XY) + G(XZ) - G(XYZ) - G(X) = 0$ if and only if, for all $x$ in $\pi_X(\emptyset)$, $G^x(Y) + G^x(Z) - G^x(S - X) - G^x(\emptyset) = G^x(Y) + G^x(Z) - G^x(S - X) = 0$, or equivalently,

$$
\sum_{y \in \pi_Y(\emptyset')} p^2_x(y) + \sum_{z \in \pi_Z(\emptyset')} p^2_x(z) - \sum_{t \in \emptyset^x} p^2(t) - 1 = 0.
$$

If we rewrite the above equality using

$$
\sum_{y \in \pi_Y(\emptyset')} p^2_x(y) = \sum_{y \in \pi_Y(\emptyset')} \left[ \sum_{t \in \emptyset^x \land t[Y] = y} p^x(t) \right]^2,
$$

$$
\sum_{z \in \pi_Z(\emptyset')} p^2_x(z) = \sum_{z \in \pi_Z(\emptyset')} \left[ \sum_{t \in \emptyset^x \land t[Z] = z} p^x(t) \right]^2,
$$

and

$$
1 = \left[ \sum_{t \in \emptyset^x} p^x(t) \right]^2,
$$

we obtain, after simplification, that

$$
\sum_{t,t' \in \emptyset^x \land t[Y] \neq t'[Y] \land t[Z] \neq t'[Z]} p^x(t)p^x(t') = 0.
$$
Notice, however, that \( p^x(t) \neq 0 \) for all \( t \) in \( q^x \). Hence, the above sum contains no terms. In other words, for all \( t, t' \) in \( q^x \), either \( t[Y] = t'[Y] \) or \( t[Z] = t[Z'] \). This condition can only be satisfied if either \( |\pi_Y(q^x)| = 1 \) or \( |\pi_Z(q^x)| = 1 \), or, in other words, if \( q_x \) satisfies either \( X \xrightarrow{fd} Y \) or \( X \xrightarrow{fd} Z \).

For the case that \( X \) and \( Y \) are not disjoint, notice that, from the rules in Proposition 14, it follows that \( G \) satisfies \( X \rightarrow Y - X \).

Hence, for all \( x \) in \( \pi_X(q) \), \( q_x \) satisfies either \( X \xrightarrow{fd} Y - X \) or \( X \xrightarrow{fd} S - XY \). In the former case, \( q_x \) also satisfies \( X \xrightarrow{fd} Y \), by the augmentation rule for \( fd \).

Finally, we observe that the condition that, for all \( x \) in \( \pi_X(q) \), \( \sigma_{X=x}(q) \) satisfies either \( X \xrightarrow{fd} Y \) or \( X \xrightarrow{fd} Z \) is not equivalent to \( q \) satisfying either \( X \xrightarrow{fd} Y \) or \( X \xrightarrow{fd} Z \). Indeed, the relation \( q \) given as

\[
\begin{array}{ccc}
A & B & C \\
0 & 0 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0 \\
1 & 1 & 0 \\
\end{array}
\]

satisfies neither \( A \xrightarrow{fd} B \) nor \( A \xrightarrow{fd} C \), but \( \sigma_{A=0}(q) \) satisfies \( A \xrightarrow{fd} B \) and \( \sigma_{A=1}(q) \) satisfies \( A \xrightarrow{fd} C \).

**Inexpressibility result** We show that we cannot capture a multivalued dependency using any linear combination of the measure of its attributes using the Gini index measure. It is sufficient to show that any linear combination of the above cannot characterize the multivalued dependency \( \emptyset \rightarrow A|B \). The equation we must satisfy is \( aG(A) + bG(B) + cG(AB) = 0 \). We can assume for all practical purposes that \( c = 1 \). We show in Figure 1 three examples of the MVD \( \emptyset \rightarrow A|B \). Now using the first two examples, we solve for the unknowns and then test our results on the third example.

From the first example, we have \( G(AB) = \frac{3}{4} \), \( G(A) = G(B) = \frac{1}{2} \), thus we get \( \frac{1}{2}a + \frac{1}{2}b + \frac{3}{4} = 0 \). From the second example, we have \( G(AB) = G(A) = \frac{1}{2} \), \( G(B) = 0 \), thus we get \( \frac{1}{2}a + 0 + \frac{1}{2} = 0 \). Solving these two equations we get that \( a = -1, b = -\frac{1}{2} \). This means for an relation to satisfy the MVD \( \emptyset \rightarrow A|B \) we must have \(-G(A) + -\frac{1}{2}G(B) + G(AB) = 0 \). However, When applying this on
the third example, with $G(AB) = G(B) = \frac{1}{2}$, $G(A) = 0$, we get
\[\frac{-1}{4} + \frac{1}{2} \neq 0.\]
Thus a multivalued dependency cannot be expressed in any linear combination of a measure of its attributes when that measure is the Gini index.

<table>
<thead>
<tr>
<th>$A$</th>
<th>$B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 1. Examples of MVD $\emptyset \rightarrow A|B$

2. Let $S$ be a relation scheme, let $X$ and $Y$ be subsets of $S$, and let $\varrho$ be a nonempty relation instance over $S$. Let $p$ be the uniform probability distribution over $\varrho$, satisfying $p(t) = 1/|\varrho|$ for all $t$ in $\varrho$. The corresponding Shannon entropy measure $\mathcal{H}$ satisfies the secondary constraint $X \rightarrow Y$ if and only if $\varrho$ satisfies the multivalued dependency $X \xrightarrow{\text{mvd}} Y$. (This fact was previously announced by Malvestuto [23], and rediscovered by Lee [30], and by Dalkilic and Robertson [12]. Related work can be found in [32]. We provide a proof of it here mainly to keep the paper self-contained.)

To see this, we first assume that $X$ and $Y$ are disjoint.

Observe that $\mathcal{H}$ satisfies $X \rightarrow Y$ if and only if $\mathcal{H}(XY) + \mathcal{H}(XZ) - \mathcal{H}(XYZ) - \mathcal{H}(X) = 0$, with $Z = S - XY$.

Next, for all $x$ in $\pi_X(\varrho)$, let $\varrho^x = \pi_{S-X}(\varrho_x)$. As before, we define the probability distribution $p^x$ on $\varrho^x$ by $p^x(t) = p(xt) / p_X(x)$ for all $t$ in $\varrho^x$. Notice that $p^x(t) = 1/|\varrho^x|$ for all $t$ in $\varrho^x$, whence $p^x$ is the uniform probability distribution over $\varrho^x$. Let $\mathcal{H}^x$ be the corresponding Shannon measure.

Now, let $U$ be an arbitrary subset of $S$ disjoint from $X$. We have that

\[
\mathcal{H}(XU) = - \sum_{xu \in \pi_{XU}(\varrho)} p_{XU}(xu) \log p_{XU}(xu) \\
= - \sum_{x \in \pi_X(\varrho)} \sum_{u \in \pi_U(\varrho^x)} p_X(x) p_U^x(u) \log [p_X(x) p_U^x(u)]
\]
\[
\begin{align*}
&= - \sum_{x \in \pi_X(\varrho)} p_X(x) \log p_X(x) \sum_{u \in \pi_U(\varrho')} p_U^x(u) \\
&\quad - \sum_{x \in \pi_X(\varrho)} p_X(x) \sum_{u \in \pi_U(\varrho')} p_U^x(u) \log p_U^x(u) \\
&= \mathcal{H}(X) + \sum_{x \in \pi_X(\varrho)} p_X(x) \mathcal{H}^x(U).
\end{align*}
\]

Hence,
\[
\mathcal{H}(XY) + \mathcal{H}(XZ) - \mathcal{H}(XYZ) - \mathcal{H}(X) = \sum_{x \in \pi_X(\varrho)} p_X(x) [\mathcal{H}^x(Y) + \mathcal{H}^x(Z) - \mathcal{H}^x(S - X) - \mathcal{H}^x(\emptyset)].
\]

Notice that, for all \( x \) in \( \pi_X(\varrho) \), \( \mathcal{H}^x(Y) + \mathcal{H}^x(Z) - \mathcal{H}^x(S - X) - \mathcal{H}^x(\emptyset) \geq 0 \), since \( \mathcal{H}^x \) is an isitone measure. Consequently, \( \mathcal{H}(XY) + \mathcal{H}(XZ) - \mathcal{H}(XYZ) - \mathcal{H}(X) = 0 \) if and only if, for all \( x \) in \( \pi_X(\varrho) \), \( \mathcal{H}^x(Y) + \mathcal{H}^x(Z) - \mathcal{H}^x(S - X) - \mathcal{H}^x(\emptyset) = \mathcal{H}^x(Y) + \mathcal{H}^x(Z) - \mathcal{H}^x(S - X) = 0 \). From the literature on Shannon’s entropy measure [5, 11], it follows that the last equality holds if and only if, for all \( y \) in \( \pi_Y(\varrho^x) \) and for all \( z \) in \( \pi_Z(\varrho^x) \), \( p^x(\sigma_{Y=y}\sigma_{Z=z}(\varrho^x)) = p^x(\sigma_{Y=y}(\varrho^x))p^x(\sigma_{Z=z}(\varrho^x)) \). Using that \( p^x \) is the uniform probability distribution on \( \varrho^x \), the last equality can be rewritten as
\[
\frac{1}{|\varrho^x|} = \frac{|\sigma_{Y=y}(\varrho^x)|}{|\varrho^x|} \frac{|\sigma_{Z=z}(\varrho^x)|}{|\varrho^x|},
\]
or \( |\varrho^x| = |\sigma_{Y=y}(\varrho^x)| |\sigma_{Z=z}(\varrho^x)| \). Summing lefthand and righthand sides of the latter equality over all possible values of \( y \) and \( z \) yields
\[
\sum_{y \in \pi_Y(\varrho^x)} \sum_{z \in \pi_Z(\varrho^x)} |\varrho^x| = \left[ \sum_{y \in \pi_Y(\varrho^x)} |\sigma_{Y=y}(\varrho^x)| \right] \left[ \sum_{z \in \pi_Z(\varrho^x)} |\sigma_{Z=z}(\varrho^x)| \right],
\]
or \( |\pi_Y(\varrho^x)| |\pi_Z(\varrho^x)| |\varrho^x| = |\varrho^x|^2 \), or \( |\pi_Y(\varrho^x)| |\pi_Z(\varrho^x)| = |\varrho^x| \). This condition expresses exactly that \( \varrho^x \) satisfies \( X \xrightarrow{\text{mvd}} Y \). Furthermore, \( \varrho \) satisfies \( X \xrightarrow{\text{mvd}} Y \) if and only if, for all \( x \) in \( \pi_X(\varrho) \), \( \varrho^x \) satisfies \( X \xrightarrow{\text{mvd}} Y \).

For the case that \( X \) and \( Y \) are not disjoint, notice that, from the rules in Proposition 14, it follows that \( \mathcal{H} \) satisfies \( X \xrightarrow{} Y - X \).
Hence, \( \rho \) satisfies \( X \xrightarrow{\text{md}} Y - X \). By the augmentation rule for md's, it follows that \( \rho \) also satisfies \( X \xrightarrow{\text{md}} Y \).

**Inexpressibility result** We show that we cannot capture a cyclic join dependency using any linear combination of the measure of its attributes using the Entropy measure. We show this by counter example. That is for a cyclic join dependency, it is not the case that \( \sum_{u \subseteq \{A, B, C\}} a_i \mathcal{H}(u) = 0 \). Consider the three cyclic join dependencies given in Figure 2. Observe that \( \mathcal{H}(A) = \mathcal{H}(B) = \mathcal{H}(C) \) and \( \mathcal{H}(AB) = \mathcal{H}(BC) = \mathcal{H}(AC) \) for all three relations (thus the corresponding constants for these measures are equal too). Thus we must satisfy the inequality \( a \mathcal{H}(A) + b \mathcal{H}(AB) + \mathcal{H}(ABC) = 0 \). For relation 1, we have \( \mathcal{H}(A) = \frac{3}{4} \log \frac{4}{3} + 0.5, \mathcal{H}(AB) = \frac{3}{2}, \) and \( \mathcal{H}(ABC) = 2 \). For relation 2, we have \( \mathcal{H}(A) = 1, \mathcal{H}(AB) = 2, \) and \( \mathcal{H}(ABC) = 3 \). Thus with this information we can solve for \( a \) and \( b \) to get the inequality, \( 4.08 \mathcal{H}(A) - 3.54 \mathcal{H}(AB) + \mathcal{H}(ABC) = 0 \). When applying this inequality to the third cyclic join dependency (where \( \mathcal{H}(A) = \frac{2}{5} \log \frac{5}{3} + \frac{2}{5} \log 5, \mathcal{H}(AB) = \frac{2}{5} \log \frac{2}{5} + \frac{2}{5} \log 5, \) and \( \mathcal{H}(ABC) = \log 5 \)) we get \( 4.08 \times 1.37 - 3.54 \times 1.92 + \log 5 \neq 0 \). Thus a cyclic join dependency cannot be expressed an any linear combination of a measure of its attributes when that measure is the Shannon Entropy measure.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 2. Examples of cyclic join dependencies

**Data mining—frequent item sets** The frequency measure \( \text{freq} \) was described in Section 3.3, and in Section 6.1, it was shown that its
associated primary constraints correspond to pure association rules. Its associated secondary constraints can be characterized as follows. For item sets \( X, Y, \) and \( Z \), and basket set \( B \), \( X \rightarrow Y \mid Z \) holds for \( \text{freq} \) if and only if \( B(X) \subseteq B(Y) \cup B(Z) \). Indeed, \( X \rightarrow Y \mid Z \) if and only if \( \text{freq}''(X \rightarrow Y \mid Z) = 0 \), which is the case if and only if \( \text{freq}(XYZ) + \text{freq}(X) = \text{freq}(XY) + \text{freq}(XZ) \). This statement is equivalent to the following: \(|B(XYZ)| + |B(X)| = |B(XY)| + |B(XZ)|\), or equivalently, \(|B(X) \cap B(Y) \cap B(Z)| + |B(X)| = |B(X) \cap B(Y)| + |B(X) \cap B(Z)|\). The latter statement is equivalent with the condition \( B(X) \subseteq B(Y) \cup B(Z) \). We therefore call \( X \rightarrow Y \mid Z \) a **disjunctive association rule**. Consequently, the strong secondary constraint \( X \rightarrow Y \) holds if and only if \( B(X) \subseteq B(Y) \cup B(S - XY) \).

## 7 Completeness

In Section 6, we introduced measure constraints and specified inference rules. Their formal similarity to inference rules for functional and multivalued dependencies \([4, 7]\) is apparent. Also in Section 6, we related satisfaction of measure constraints by some particular classes of measures to satisfaction of database constraints. We will exploit this to prove the completeness of some combinations of these rules for the inference of primary and strong secondary constraints.

**Proposition 19.** The triviality, augmentation, and transitivity rules in Proposition 16 are sound and complete for the inference of primary constraints with respect to measures.

**Proof.** Soundness follows from Proposition 12. To prove completeness, let \( \mathcal{D} \) be a set of primary constraints, let \( X \rightarrow Y \) be a primary constraint, and assume that each measure satisfying all constraints in \( \mathcal{D} \) also satisfies \( X \rightarrow Y \). Now, let \( \rho \) be an arbitrary relation satisfying all functional dependencies in \( \mathcal{D}_{fd} = \{ V \xrightarrow{f} Y \mid V \rightarrow Y \in \mathcal{D} \} \). If \( \rho \) is empty, \( \rho \) trivially satisfies \( X \xrightarrow{f} Y \). If \( \rho \) is not empty, we proceed as follows. Let \( p \) be the uniform probability distribution on \( \rho \). By the observations above, the Shannon measure \( \mathcal{H} \) corresponding to \( p \) satisfies all constraints in \( \mathcal{D} \). By assumption, \( \mathcal{H} \) also satisfies \( X \rightarrow Y \). Hence, \( \rho \) satisfies \( X \xrightarrow{\text{fd}} Y \). We have thus proved that the
functional dependency \(X \xrightarrow{fd} Y\) is logically implied by the set of functional dependencies \(\mathcal{D}_{fd}\). As shown by Armstrong [4], \(X \xrightarrow{fd} Y\) can be inferred from \(\mathcal{D}_{fd}\) by the reflexivity, augmentation and transitivity rules for functional dependencies. Hence, \(X \rightarrow Y\) can be inferred from \(\mathcal{D}\) by the triviality, augmentation, and transitivity rules for primary constraints.

**Proposition 20.** The triviality, augmentation, and transitivity rules for primary constraints in Proposition 16, together with the triviality, complementation, augmentation, and pseudotransitivity rule for strong secondary constraints in Proposition 17 are sound and complete for the inference of primary and strong secondary constraints together with respect to measures.

The proof is completely analogous to the proof of Proposition 19, except that we do no longer have the choice between using the Gini index or the Shannon measure: we must use the latter, now.

### 8 Future directions

A possible direction for future work is to consider other measures that fit in our setting. One class of such measures is that based on Tsallis' entropy [31]. These measures generalize both the Gini index and the Shannon entropy measure and were studied in the context of databases by Simovici and Jaroszewsics [28]. In that work, the concept of conditional entropy arose and we plan to relate our work to it.

In many cases, the definition of a measure occurs in the context of another structure, for example, a relation in the definition of the Gini index and the Shannon measure, and a collection of baskets in the definition of the frequency measure. In such cases, one can think of a measure as a two-parameter function \(\mathcal{M}(X, s)\) wherein \(X\) is a subset of \(S\) and \(s\) is some structure over \(S\). In this view, it is natural to study such measures letting the parameter \(s\) vary. Hilderman and Hamilton[19] conducted such study for measures including the Simpson and Shannon measures, for the case wherein \(X\) is chosen to be \(S\). It would be useful to consider situations wherein both \(X\) and \(s\) vary simultaneously.
As is well known, the theory of relational design is centered around functional and multivalued dependencies. Concepts such as keys, closures, normal forms, etc. can be defined in terms of them [22]. Since primary and secondary constraints are generalizations of these constraints, it is natural to re-interpret these concepts in the more general setting.\footnote{This may lead to design principles in new contexts. Examples of such design principles are based on the idea of defining good data designs in terms of maximizing information content. Such ideas have been explored in [3] and [2].}

Finally, this paper considers measures that are defined in terms of properties of their first and second finite differentials. An obvious idea is to study measures in terms of properties of their higher-order finite differentials. Initial work in that direction, related to inference systems, was reported in [26].
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